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Content based image retrieval (CBIR) systems retrieve images linked to the query image (QI) from enor-
mous databases. The feature sets extracted by the present CBIR systems are limited. This limits the sys-
tems’ effectiveness. This study extracts expansively robust and important features from the images
database. These features are then kept inside the feature repository. This feature set is comprised of color
signature containing features of shape and color. Here, from the given QI, features are extracted in the
same manner. Accordingly, new evaluation of similarity employing a meta-heuristic algorithm (genetic
algorithm with Iterated local search) is conducted between the query image features and the database
images features. This study proposes CBIR system that is evaluated by investigating the number of images
(from the test dataset). Meanwhile, the system’s efficiency of is assessed by performing computation on
the value of precision-recall for the results. The obtained results were better in comparison other
advanced CBIR systems in terms of precision.
� 2017 The Author. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Information retrieval is becoming necessary with the enormous
needs of multimedia data processing to analyze the real-time data.
Thus image retrieval is increasingly becoming common and recog-
nized. It is necessary to implement and improve the tools of image
retrieval in order to search or browse images on the internet easily
and effectively. The conventional and common image retrieval
which is based on keyword search has many drawbacks, such as
the high demand of manual work and the dependency on the per-
sonal perception which results in incorrect results. To handle the
above drawbacks CBIR was applied (Kanimozhi and Latha, 2013;
Tseng et al., 2008, 2007; Jeon et al., 2003). This approach involves
a set of methods and algorithms that concentrates on low level
image features, for example texture measurements, shape and
color signature to retrieve images from database of images
depending on the query image (QI) given by the user (Kanimozhi
and Latha, 2013).
Existing CBIR systems performance is still unsatisfactory for
users of high level concepts as it principally concentrates on
images’ low level visual features and the high level features are
not involved in the retrieval process. Therefore two approaches
was improved to the first is the Region based image retrieval (RBIR)
which depends on the representation of image into segmented
regions features based on the image perception by user. The sec-
ond is the Relevance feedback (RF) which is to ensure the inclina-
tion of user (Kanimozhi and Latha, 2013; Datta et al., 2008).

The main goal of the CBIR system is retrieving images that are
relative to the QI from the images database (Carneiro et al.,
2007). CBIR utilizes the technique of ‘‘query by example” which
retrieves similar images to the input image by a description about
the query image inputted by the user, the CBIR system works by
query image features extraction, after that the system searches
for the features extracted. Feature vector is calculated for the
extracted features for the QI, CBIR represents every image in the
database with a vector, after inputting the query image the CBIR
system computes its feature vector then compares it with the vec-
tors stored for every image in the database, the images which have
high features similarity to the query image will be retrieved.

In order to enhance the image retrieval system performance the
Region-based visual signatures (Kanimozhi and Latha, 2013;
Yuvaraj and Hariharan, 2016) was utilized relying on the image
segmentation. Based on understanding the mechanism of optical
system of the human, the images must be distinguished into
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properties of region features by the image similarity. These meth-
ods compute the segmented region features at the object level and
the comparisons of the similarity are executed at the region gran-
ularity where earlier conventional approaches retrieve and repre-
sent images mainly using global features.

Yang (2010) and Yang (2009) have proposed to perform image
segmentation to incorporate local information into the image rep-
resentation. Feng et al. (2004), a big false-image was built by gath-
ering the entire areas of similar images; the image that was
constructed is used for the RF iterations. To speed up the image
retrieval process, the regions of false-image are clustered incremen-
tally into compressed representation. Aggarwal et al. (2002), the
authors modified the low-level features of input regions to create
a group of images, and they derived the weights of features from
these synthetic images within every query region. Then theweights
of feature are accustomed by the system relying on the images that
was manipulated heuristically. The authors in Chuech-Yu et al.
(2004), used an adjacency matrix to represent the regions connec-
tivity in the images, and proposed a graph based method to update
the model queries based on the adjacency matrices.

Chiou-Ting and Chuech-Yu (2005), the feedback images regions
are assembled to obtain the perfect query. After that, from the
query, representative areas are learnt and region and feature
weights are recalculated relying on the grouped results through
introducing a method for optimization. The key intention for using
region based methods is improving the ability to capture and inter-
preting the perception of user.

Several literature reviews have compared and overviewed the
CBIR techniques for feature extraction in Choras (2007), Chadha
et al. (1208). Also, other recent works on CBIR adopted the color
descriptor. Sharma et al. (2011) have inspected two methods to
describe the images content which are color histogram method
global and descriptor attributes for effective retrieval. Fakheri
and Sedghi (2010) made an extension for the EM-variant algorithm
for Gaussians parameters estimation for detecting objects in the
retrieval systems for colored image. Smith and Chang (1996) pro-
posed a method that utilizes the back-projection of color groups
for color regions extraction and color content representation, thus
they provided an efficient and effective indexing and color image
retrieval. Zhang et al. (2009) presented a method for color his-
togram representation improvement by implementing a non-
uniform segmentation and quantization algorithm in an image
retrieval system based on segmentation. Su et al. (2011) suggested
a scheme which assigns a quantized color code for every image,
then it compares the code with the database for effective image
retrieval.

Also, texture is considered a vital image feature which plays a
key part in the perception of human visual system (Abbadeni,
2011; Balamurugan and Anandhakumar, 2011). Both texture and
color features also are major property in the systems of CBIR
(Selvarajah and Kodithuwakku, 2011; Liapis and Tziritas, 2004).

So as to increase the acceptance, recent methods included the
perspective of human-computer interaction (Su et al., 2011;
Cheng et al., 2009; Azimi-Sadjadi et al., 2009) as well as in CBIR.
Li and Hsu (2008) presented a unified graph theoretic method for
significance feedback and matching image in the level of region
and improved the performance of retrieval. Zhuang and Wang
(2010) segmented each image into margin region and main region,
and relying on the theory of High Dimensional information Geom-
etry and then combine it with the relevance feedback, so enhanced
the efficiency of retrieval. Huang et al. (2008) discussed variety of
algorithms for retrieval of interactive multimedia. Huang et al.
(2003), proposed a novel concept by combining the CBIR systems
with the relevance feedback and the fuzzy radial basis function
network (FRBFN) -based framework. Rui et al. (1998) implemented
a technique for re-weighting features to incorporate relevance
feedback into the CBIR systems and enhanced their effectiveness
and performance. Rui and Huang (2000) implemented feature
weighting based on the heuristic approach for relevance feedback
incorporation into the CBIR systems and they enhanced their effec-
tiveness and performance.

The authors in Ashraf et al. (2015) presented a method for
image representation and extraction of features utilizing bandelet
transform, this method returns the core information of the objects
that composes an image. For image retrieval they used artificial
neural networks, and for the system achievement and performance
assessment, three public data sets were used, namely: Caltech 10,
Corel, and Coil. In order to evaluate the retrieval efficiency, the pre-
cision and recall values were utilized.

The authors in Seetharaman and Selvaraj (2016) implemented
an approach for retrieval of images by the statistical tests, for
example F-ratio and Welch’s t-tests. The textured and the struc-
tured query image were tested; they considered the entire image
in the textured image, whereas in the structured image, they sep-
arated the image into number of regions according to its nature.
The first stage of the above test is to apply F-ratio test and then
the images that passes were progressed to the energy spectrum.
The similar images are the image that passes both tests. For the
performance verification and validation the Mean Average Preci-
sion score was utilized.

The authors in Feng et al. (2015) implemented a Global Correla-
tion Descriptor for color and texture feature extraction, and their
effect on CBIR was the same. Directional Global Correlation Vector
and Global Correlation Vector also were proposed, they combined
the statistics of histogram and structure element correlation bene-
fits to define the features of color and texture respectively Corel-5K
and Corel-10K datasets were utilized for validation, and for the
efficiency evaluation the precision and recall were utilized.

In Zeng (2016) the authors proposed a local structure descriptor
for retrieval of images. It is created based on the underlying colors
of the local structures; texture, shape and color were combined for
retrieval of images. In addition an algorithm was proposed to
extract features by using the local structure descriptor to extract
local structure histogram.

The authors in Madhavi et al. (2016) used the genetic algorithm
for image retrieval by calculating number of selective features after
that comparing these features for the related images. And to verify
the efficiency of this approach, it was experimented on a set of
10,000 general images.

Genetic algorithm (GA) is among the common meta-heuristic
algorithms, it is a search algorithm that simulates the heredity in
the biological systems (Goldberg, 1989), the basic mechanism of
GA is finding the best solution among the search space (Badawi
and Alsmadi, 2013).

The local search algorithm is necessary to improve the perfor-
mance of GA and to assist GA in exploiting the space of solutions
rather than exploring the solutions space. Iterated local search
(ILS) is a very effective local search algorithm, it is an excellent
meta-heuristic for solving the problems of optimization. Also it is
also easily and simply implemented (Badawi and Alsmadi, 2014;
Avci and Topaloglu, 2017; Toksari, 2016). ILS avoids the local
optima through perturbations which are applied to the on-going
local minimum.

This research employed the meta-heuristic algorithm (MA)
which works by applying the genetic operators on individuals fol-
lowed by a local search to find the most similar images to the
query image from the image database, every image is represented
by one chromosome during the CBIR procedure, the shape, color
texture and color signature are extracted from the QI and from
the chromosomes which were generated, after that the fitness
function is calculated for the chromosomes. The next step is apply-
ing the MA operations on the chromosomes such as crossover
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operator, mutation operator, ILS and the highest fitness chromo-
some selection; the most similar images to the QI will be retrieved
from the database.
2. Materials and methods

2.1. Feature extraction

The CBIR system that this study proposes determines the fea-
tures within the image. This is made possible via the usage of its
optical contents including color signature, shape and color texture.
Shown in Fig. 1 is the block diagram of the proposed method.
Meanwhile, each process will be detailed in the following sections.

2.2. Color features extraction

For image retrieval, color feature is a crucial component. For
image databases that are large in size, image retrieval employing
the color feature is highly effective and successful. It should be
noted that color feature is not a persistent parameter since it is
bound to numerous non-surface characteristics. For instance, the
taking conditions including illumination as well as the device’s
characteristics and the view point (Syam and Rao, 2013);
(Alsmadi and Omar, 2012); (Alsmadi et al., 2011). The steps of
the color feature extraction start with the separation of Color
planes values into distinct matrices which are red, green and blue
matrices. Then, computation of color histogram is made for each
color matrix for each image. This is followed by the computation
of variance and median of color histogram after which, the compu-
tation of the summation of all row variances and medians is per-
formed. Next, the computed features of each matrix (R, G and B)
are combined as feature vector (for each image), after generating
the feature vectors for all the database images they will be stored
in the database of features (Subramanian and Sathappan, 2015).

2.3. Shape features extraction

The primary aim of shape feature extraction is to capture the
properties of the shape of the image items. This way, the shape
Image 
Collection 

Features 
extraction  

Features 
database 

QI 

Features 
extraction  

QI features 

Similarity measure using 
MA (GA with ILS)  

Relevant
images

Fig. 1. Block diagram of the proposed CBIR.
storing, transmitting, comparing against, and recognizing process
can become easy. It is important that the shape features are with-
out rotation, translation, and scaling (Syam and Rao, 2013);
(Alsmadi et al., 2010); (Badawi and Alsmadi, 2014). Further, the
extraction of the images’ shape feature requires the application
of median on the gray scale image created from the RGB colored
image. This is because median filter only acts on single color fre-
quency. The Craig’s formula for the conversion of RGB color image
to gray scale image (Syam and Rao, 2013; Jyothi et al., 2015) is
shown below.

Igs ¼
Ir Ig Ib

� �
�

0:2989
0:587
0:114

2
64

3
75 ð1Þ

where Igs denotes the combined 2D matrix while Ir:Ig :Ib entails the
color components that generate the colored image whereas Igs is
symbolized as the grey level combined image. Meanwhile, salt
and pepper noise and speckle noise are reduced using the median
filter. Median filter has edge-preserving property and it is employed
where blurring of edges is not wanted (Syam and Rao, 2013). In the
context of this study, the canny edge detection method was
employed to extract shape features. Edge based shape representa-
tion was employed and this provides a numerical information about
image. The provided information remains the same even when
there has been change in size, direction, and position of the objects
in the image. When the canny edge detection operator is employed,
histograms of the edge of images are constructed. Further, calcula-
tion is made for each image column mean and row mean of edge
histograms. Then, all column means and row means are computed
and kept in the database in the feature vector form.

2.4. Color texture features

Color texture features classification is a crucial step for image
segmentation with CBIR. As such, an approach grounded on texture
analysis for the classification of color texture instead of just seg-
mentation is proposed in this study.

2.5. Grey-level co-occurrence matrix (GLCM)

The GLCM is a powerful technique of image statistical analysis
(Benco et al., 2014); (Alsmadi et al., 2010); (Haralick, 1979);
Nikoo et al., 2011. This technique is describable as a matrix of
two dimensions of joint probabilities between pixels pairs, in
which, a distance d between them in a given direction h (Nikoo
et al., 2011). Fourteen features from the GLCM for the classification
of texture features were extracted and defined by Haralick and
Shanmugam (1973). However, since these 14 features are greatly
correlated, this study prevents this problem by employing five fea-
tures to enable comparison. The steps of the color texture features
extraction start with the filtering of the input image utilizing the
5 � 5 Gaussian Filter. Then, the filtered image is split into 4 � 4
blocks. Using GLCM, Standard Deviation, Correlation, Homogene-
ity, Entropy, Average, Contrast Dissimilarity and Energy for every
block are computed. The computation of these features were
according to four directions; diagonally (450 and 1350), vertically
(00) and horizontally (900). Finally, these extracted features are
kept in the database of feature. Table 1 shows the GLCM features
(Poulose Jacob and Vimina, 2013; Ozdemir et al., 2008).
3. Proposed meta-heuristic algorithm

The proposed meta-heuristic algorithm (genetic algorithm and
Iterated local search) was originally used to create chromosomes.
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Here, the genes found within the chromosomes denote the images
of the database. It is important that the chromosome has no
repeated genes. Meanwhile, the values of the genes are dictated
by the amount of database images that will be inquired. The fea-
tures that are extracted from each image are grouped as a feature
set. Extraction is also performed on the set of features from the
query image. Each of the chromosomes is then subjected to the
crossover, mutation (genetic operators) and Iterated local search
procedures. This will produce new chromosome. As for the param-
eter settings of the proposed MA, they were experimentally deter-
mined. Pseudo code of the proposed MA is shown in Fig. 2.
3.1. Solution representation

The meta-heuristic algorithm (GA and ILS) that this study pro-
poses employs a direct representation for every candidate solution
(chromosomes) in the population. This consists of information on
the amount of images in the database and the amount of matches
in a form of binary.
3.2. The initial population

A number of chromosomes are produced randomly at first. The
number of chromosomes is termed population size or pop_size. The
amount of required images that are linked to the input query
image will dictate the number of genes in every chromosome.
The production of chromosome is illustrated in Fig. 3.
Fig. 2. MA pseudo cod

Cj Ij 
1 Ij 

2 Ij
3 

Fig. 3. Chromos
The GA is usually initiated via the calculation of fitness of each
candidate solution in the initial population. Although the stopping
criterion is not fulfilled, these processes are used: (i) The selection
of a solution for reproduction by way of certain selection mecha-
nisms (e.g. roulette wheel). (ii) The production of offspring by
way of crossover and mutation operators. (iii) The calculation of
new generations until an optimal solution is discovered or the
maximum amount of generations is attained.
3.3. Crossover operation

Crossover is the key operator within the algorithm. As
explained by Badawi and Alsmadi (2013), employing single cut
point, crossover produces a new generation (chromosomes) from
two parents. This operation determines single crossover point on
both parent chromosomes selected. Here, a random number
between 1 and 1c-1 is chosen and 1c denotes the chromosome
length. The parent chromosomes are cut at the crossover’s chosen
point. Then, after that point, the components are exchanged
between the parent chromosomes.
3.4. Mutation operation

The mutation operator generates random changes in solutions.
This offers an opportunity for lost solutions from the population.
The operation of mutation employs the method of bit-by-bit. The
execution of mutation operator will take place if the ratio of
e (Moscato, 1999).

Ij
 4 Ij

 5 …….. Ij
n 

ome form.
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mutation (Pm) is verified. In the context of this study, Pm�is equiv-
alent to 0.02 and the point that will be mutated is chosen
randomly.

3.5. Iterated local search (ILS)

A local search algorithm is used prior to moving to the next gen-
eration. This will improve solution (chromosome) derived from the
genetic algorithm following the performance of genetic operators.
This process increases the speed of the genetic algorithm’s conver-
gence. The resulted solution from the local search is then inserted
back into the genetic algorithm for the ensuing generation. The
process will then ensue to the next generation and updates the
population of chromosomes.

The basic idea of Iterated local search is to improve the proce-
dure of local search through affording a new solution to start with,
these solutions are obtained from the perturbed existing solutions
until reaching a local optimal solution (Rossi-Doria et al., 2002).
The generated solutions are better-quality than the solution from
the repetitive local search trials. If the acceptance criterion is
passed, it is considered as the new solution. If not passes the crite-
rion, the previous solution is returned. The perturbations should be
robust enough to allow exploring new solutions, on the other hand
sufficiently weak to keep the good information added in the previ-
ous search (Rossi-Doria et al., 2002; Blum et al., 2011). A generic
Iterated local search for a maximization problem is shown in Fig. 4.

As for the algorithm proposed in this study, it always accepts
solutions with higher fitness values. Meanwhile, solutions with fit-
ness values equivalent to the best solution’s fitness value are
accepted providing that the values contain a smaller amount of
matching features. The process will ensue until the maximum
amount of iterations (#Iter is set to 100) is attained.

3.6. Fitness function

With a chosen fitness function, the algorithm assesses every
candidate solution from the whole population. The fitness function
gives reflection on the soundness of a candidate solution. The per-
formance of algorithm and the solution of the optimization prob-
lem are majorly dictated by the fitness function. As such, in the
design phase of algorithm, the way of choosing a fitness function
is highly crucial.

Determining the fitness value (quality) using the Squared Eucli-
dean Distance for each newly produced chromosome is the next
step. Fitness is dictated by the match between the image to be
queried and the feature sets of the newly produced chromosomes.
The chromosome with the minimum similarity difference in com-
parison with the input query image is considered the best chromo-
some. Images most relevant to the input query image are genes of
the optimal obtained chromosome. The equation of the Squared
Euclidean Distance is shown below (Eq. (2)).
Fig. 4. ILS pse
Squared Euclidean Distance ¼ Sumðf jðI1Þ � f jðI2ÞÞ2 6 0:009 ð2Þ
In the algorithm proposed in this study, the similarity of the

two images is assessed as the difference between the total of query
image features and total database image features. It is important
that the difference is lower than or equal to 0.009 (for instance,
Squared Euclidean Distance �0.009) or the two images cannot be
regarded as similar. The determination of the Squared Euclidean
Distance of the fitness function proposed was experimentally done.
3.7. Selection of chromosomes

Selection entails the process that provides guidance to the algo-
rithm towards an optimal solution by inclining towards chromo-
somes with high fitness. For the same purpose, this study
employs a roulette wheel to select the mechanism of best retrieved
images from the database according to the number of features
matches. The process is done over and over until the maximum
number of iterations is achieved. Then, the best chromosomes with
the highest fitness number are chosen from the set of chromo-
somes gathered previously. These optimum chromosomes were
used in the retrieval of the related images from the database of
image. As such, the similar images that will be effectively retrieved
comprise those containing indices represented with the genes of
the best chromosomes.
4. Image dataset

The experiments in this study employed the Corel dataset
which contains 10,908 different images with each image in the size
of 256*384 or 384*256. As such, the outcomes were reported utiliz-
ing the ten semantic sets with every comprising of 100 images.
These datasets are in the groups of Food, Buses, Elephants, Moun-
tains, Beach, Buildings, Flowers, Africa, Horses and Dinosaurs.
These groups were used in reporting the results owing to the fact
that the majority of the outstanding researches, for instance,
(Ashraf et al., 2015); (Madhavi et al., 2016); (Rao et al., 2011);
(Youssef, 2012); Lin et al., 2009; (Jhanwar et al., 2004); (ElAlami,
2011); (Ashraf et al., 2016) employed these groups in demonstrat-
ing the effectiveness of their methods of CBIR.
5. Results and discussion

The CBIR system that this study proposed underwent test with
some amount of query images. Further, retrieval was made to the
similar images from the corel image database. For this purpose,
extraction was made to the features including color histogram,
shape and color texture from all images found in the database.
Shown in Fig. 5 are the dinosaur image in different forms: original
image, gray scale image, the filtered grayscale image using median
filter and edge detected image using the canny algorithm. Several
udo code.
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retrieved images and their query images can be viewed in Figs. 6
and 7.

Color signature was employed in this study in the calculation of
features of color histogram with respect to Variance and median.
The shape features were computed using the canny edge detection
method while color texture was employed in the calculation of the
features of GLCMwith respect to standard deviation, entropy, aver-
age, correlation, dissimilarity, contrast, homogeneity as well
energy. The features extracted from color signature, shape and
color texture were all classified and combined in the generated fea-
ture set. Then, following the extraction of feature set from the
database images, comparison was made between the feature set
(a). Dinosaur image (b). Grayscale dinosaur 

image 

Fig. 5. Steps of shape dinos

(a)

(b)

Fig. 6. a. Bus QI b. Some re

(a) 

(b) 

Fig. 7. a. Flower QI b. Some r
and that of the input query image. Here, the GA was employed in
the retrieval of the similar images from the images kept in the
database. Following the completion of the feature extraction pro-
cess, similarity was measured using MA.

The GA produces random chromosomes (pop_size) with a length
of n. Meanwhile, the amount of required images linked to the
query image will dictate the amount of genes in every chromo-
some. The feature extraction is performed for the generated chro-
mosomes as well as for the query image. Then, the chromosomes
undergo the operation of mutation and crossover and ILS and
selection mechanism for finding the optimum chromosome. After
the completion of crossover, mutation and Iterated local search
(c). filtered grayscale 

dinosaur image

(d). edge detected of 

dinosaur image

aur features extraction.

 

 

trieved buses images.

etrieved flowers images.
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operations, selection is made to the chromosomes with the optimal
values. The chosen chromosomes make up the indices of the
images related to the query image. Repetition is made to this pro-
cedure until the maximum amount of iterations Itermax = 1000 is
achieved.

5.1. Evaluation of the retrieval (Precision/Recall)

Precision (specificity) refers to a measure of the capacity of the
system in retrieving just the images that are similar to the query
image. Meanwhile, the Recall rate called the positive rate or sensi-
tivity, gauges the capacity of CBIR systems in retrieving the image
that are similar to the QIs. For the elaboration of the results, com-
putation was made to precision and recall according to the number
of query images (from the test dataset) and the retrieved similar
images from the corel image database.

recall ¼ numberof similar imageretrieved
tolalnumber of similar images inthedatabas

ð3Þ

precision ¼ numberof similar imageretrieved
totalnumber of imagesretrieved ð4Þ

Eqs. (3) and (4) comprise the calculation of the precision and
recall for the query image (Syam and Rao, 2013). The recall-
precision calculated for some query image and their retrieved
images are presented in Table 2. Meanwhile, the graph of the exact
precision-recall of the CBIR system proposed in this study is pre-
sented in Fig. 8. As evidenced by the graph, the CBIR system pro-
posed in this study has high level of effectiveness aside from
having the strength to retrieve the images. Experimentally, when
more similar images are retrieved, the precision and recall will
Table 2
Recall- Precision measurements.

Groups Precision Recall

Buses 0.96 0.75
Mountains 0.82 0.75
Beach 0.90 0.815
Elephants 0.83 0.58
Food 0.87 0.62
Flowers 0.96 0.66
Africa 0.838 0.73
Horses 0.96 0.85
Dinosaurs 0.99 0.75
Buildings 0.755 0.62

0

0.2

0.4

0.6

0.8

1

1.2

precision-re

Precision

Fig. 8. Precision an
be better. The reported results by means of the extracted features
combined with the techniques of MA show very promising
improvements with respect to the efficiency and accuracy of the
overall CBIR process.

5.2. Evaluation on Corel image set

Comparisons were made between the CBIR system proposed in
this study and a number of current CBIR systems (Ashraf et al.,
2015); (Madhavi et al., 2016); (Rao et al., 2011); (Youssef, 2012);
Lin et al., 2009; (Jhanwar et al., 2004); (ElAlami, 2011); (Ashraf
et al., 2016). This allows the measurement of the usability of the
proposed method. The motivation for this selection to compare
with these methods is that the results of these methods were
reported via a common denomination of ten semantic sets where
an individual set contains 100 images of Corel dataset. As such, it
is possible to compare clear results using the reported results. This
makes the performance comparison possible. The comparison of
the average precision for every group of the proposed system with
other comparative systems can be referred in Table 3. As evidenced
by the results, the proposed system demonstrates sounder perfor-
mance with respect to precision in comparison to other systems.
Comparison of the average recall rates for all groups of the pro-
posed system with the same comparative systems is shown in
Table 4. The recall results of the proposed system achieved the best
recall rates.

As can be deduced, the above comparison results demonstrate
the capacity of the proposed system in generating better precision
and recall rates. Its performance also supersedes other state-of-
the-art methods (Ashraf et al., 2015); (Madhavi et al., 2016);
(Rao et al., 2011); (Youssef, 2012); Lin et al., 2009; (Jhanwar
et al., 2004); (ElAlami, 2011); (Ashraf et al., 2016) particularly with
respect to precision and recall rates. In specific, the average preci-
sion and recall rates obtained were 0.8883 and 0.7125 respectively.
This is factored by the fact that the authors in Ashraf et al. (2015);
Madhavi et al., 2016; (Rao et al., 2011); (Youssef, 2012); Lin et al.,
2009; (Jhanwar et al., 2004); (ElAlami, 2011); (Ashraf et al., 2016)
created the systems of CBIR that extract a restricted number of fea-
ture sets. This restricts retrieval in terms of efficiency. On the other
hand, the system proposed in this study extracted robust and
extensive set of features. In this system, color signature using the
technique of color histogram, shape features using the canny edge
detection method and color texture using the GLCM, are employed.
Also, the meta-heuristic techniques were employed for optimizing
the precision of the retrieved images. The addition of the ILS
call graph 

Recall

d Recall graph.



Table 3
The average precision results of the proposed method compared with the other standard retrieval methods.

Class Proposed
method

Madhavi et al.
(2016)

Ashraf et al.
(2015)

Rao et al.
(2011)

Youssef
(2012)

Lin et al.
(2009)

Jhanwar et al.
(2004)

ElAlami
(2011)

Ashraf et al.
(2016)

Buses 0.96 0.846 0.95 0.89 0.92 0.88 0.74 0.87 0.9
Mountains 0.82 0.811 0.75 0.51 0.74 0.52 0.29 0.53 0.7
Beach 0.90 0.892 0.70 0.53 0.64 0.54 0.39 0.56 0.75
Elephants 0.83 0.727 0.80 0.57 0.78 0.65 0.30 0.67 0.9
Food 0.87 0.871 0.75 0.69 0.81 0.73 0.36 0.74 0.8
Flowers 0.96 0.917 0.95 0.89 0.95 0.89 0.85 0.91 0.8
Africa 0.838 0.828 0.65 0.56 0.64 0.68 0.45 0.70 0.8
Horses 0.96 0.951 0.90 0.78 0.95 0.80 0.56 0.83 0.9
Dinosaurs 0.99 0.828 1.00 0.98 0.99 0.99 0.91 0.97 1
Buildings 0.755 0.632 0.75 0.61 0.70 0.54 0.37 0.57 0.75
Average 0.8883 0.830 0.820 0.701 0.812 0.722 0.522 0.735 0.83

Table 4
The average recall results of the proposed method compared with the other standard retrieval methods.

Class Proposed
method

Madhavi et al.
(2016)

Ashraf et al.
(2015)

Youssef
(2012)

Lin et al.
(2009)

Jhanwar et al.
(2004)

ElAlami
(2011)

Ashraf et al.
(2016)

Buses 0.75 0.733 0.19 0.18 0.12 0.09 0.11 0.18
Mountains 0.75 0.732 0.15 0.15 0.21 0.13 0.22 0.14
Beach 0.815 0.805 0.14 0.13 0.19 0.12 0.19 0.15
Elephants 0.58 0.533 0.16 0.16 0.14 0.13 0.15 0.18
Food 0.62 0.600 0.15 0.16 0.13 0.12 0.13 0.16
Flowers 0.66 0.647 0.19 0.19 0.11 0.08 0.11 0.16
Africa 0.73 0.706 0.13 0.13 0.14 0.11 0.15 0.16
Horses 0.85 0.848 0.18 0.19 0.13 0.10 0.13 0.18
Dinosaurs 0.75 0.726 0.20 0.20 0.10 0.07 0.09 0.2
Buildings 0.62 0.585 0.15 0.14 0.17 0.12 0.18 0.15
Average 0.7125 0.691 0.164 0.163 0.144 0.107 0.146 0.166
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algorithm with the GA has raised the quality of solution (weight)
via the increase of the fitness number. This has helped in the
improvement of the exploitation process when the searching pro-
cess is being conducted. Clearly, the experimental outcomes are
demonstrating the capacity of the meta-heuristic techniques in
assisting the retrieval of the great amount of the relevant images
to the query image.

6. Conclusion

This study recommended the effective CBIR system employing
MA for the retrieval of images from databases. Once a query image
is entered, the proposed CBIR performs the extraction on the image
features such as color signature, shape and texture color from the
image. Meanwhile, the MA based similarity measure is used to effi-
ciently retrieve images relevant to the query image. The experi-
ments were conducted according to the Corel image database. As
shown, the proposed MA algorithm possesses strong capacity in
distinguishing color, shape and color texture features. The addition
of the ILS algorithm with the GA has raised the quality of solution
(weight) via the increase in the fitness number. This has assisted in
the improvement of the exploitation process during the process of
searching. The CBIR system proposed in this study was assessed via
different images query. As demonstrated by the execution results,
the method is successful in retrieving the similar images from the
images database. It also supersedes other proposed CBIR systems
with respect to average precision and recall rates. This can be evi-
denced from the precision and recall values that were computed
from the results of retrieval. In particular, the average precision
and recall rates were 0.8883 and 0.7125 correspondingly. For the
forthcoming work, the techniques of filtering will be utilized in
order to attain results that are more accurate in the content based
image retrieval system.
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