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Part of Speech (PoS) tagging is still not very well investigated with respect to the Arabic language.
Determining the PoS tags of a word in a particular context is difficult, primarily because there is no
use of diacritics in most of contemporary texts. Consequently, the same word may be spelled in different
ways. Further, detecting the difference between Arabic derivatives represents a very challenging issue for
the majority of PoS taggers. Hence, the task of tagging the correct PoS tags requires advanced processing
and the use of considerable resources. This study aims to design detailed hierarchical levels of the Arabic
tagset categories and their relationships. These hierarchical levels allow easier expansion when required
and produce more accurate and precise results. They are based on a comparative study and important
references in Arabic grammar; they are also validated by experts in this field. In addition, the proposed
tagset is implemented in a PoS tagger and tested via various experiments. We believe that our study
makes a significant contribution to the literature because this work is an advancement in the direction
of achieving a standard, rich, and comprehensive tagset for Arabic.
� 2017 The Authors. Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an
open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
1. Introduction

Part of Speech (PoS) tagging is an important research area and
the basis for a number of Natural Language Processing (NLP) tasks.
Unfortunately, there is no standard PoS tagset used for Arabic Lan-
guage Processing (ALP). In fact, only a small number of researchers
are interested in the question of standards, especially in ALP. Con-
sequently, it is difficult to benefit from existing PoS taggers or com-
pare and evaluate different tagging approaches under the same
conditions. Yet, several researchers have proposed tagsets that
comply with their suitable objectives without considering Arabic
grammatical features.

The majority of currently used tagsets are derived from English,
which is a drawback for a morphologically complex language such
as Arabic. The adaptation of such tagsets is problematic for Semitic
languages as Zitouni (2014) claimed. ‘‘Approaches to PoS tagging
were limited to English, resources for other languages tend to
use ‘tag sets’, or inventories of categories that are minor modifica-
tions of the Standard English set”. Moreover, the most widely used
tagsets as standard guidelines, namely those recommended by the
Expert Advisory Group on Language Engineering Standards
(EAGLES), are designed for Indo-European languages. These guide-
lines are not entirely suitable for Arabic. Further, several of the cur-
rent systems tend to target a PoS tagset that is not sufficiently
suitable for different applications (Habash et al., 2009) (e.g.,
(Khoja, 2001; Darwish, 2002; Diab, 2007)).

The main challenge involved in constructing any NLP system for
Arabic is amplified by the lack of language resources such as tagged
corpora, which are fundamental for research and development in
statistical computational linguistics (Farghaly and Shaalan, 2009).
PoS tagging is one of the first processes that directly reflects the
performance of other subsequent text processing (Albared et al.,
2011). Habash and Sadat (2006) studied the effects of PoS tagging
and demonstrated a positive influence on the quality of statistical
machine translation.

Before addressing the PoS tagging process, the first requirement
for the annotation of Arabic text is the compilation of a tagset that
can accurately describe and address all the information regarding
the language (Khoja et al., 2001). Further, an investigation of PoS
tagging for Arabic indicates that using a complex tagset and then
converting the resulting annotation to a smaller tagset provides a
higher accuracy than tagging using the smaller tagset directly
(Kübler and Mohamed, 2012).
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The present paper aims to develop the finest possible PoS tagset
for Arabic and to produce more accurate and precise results that
can be used to maximize the performance of subsequent ALP tasks
such as syntactic parsing.

The proposed tagset is tested using a probabilistic tagging
method. This method estimates the transition probabilities using
a decision tree, which differs from other probabilistic taggers.
Based on this method, a language-independent PoS tagger called
TreeTagger is then adapted to use this tagset.

This paper is organized as follows: in Section 2, we provide
background information regarding PoS tagging and specific
approaches that attempt to solve the problem of PoS ambiguities.
Furthermore, some popular PoS taggers for Arabic are presented.
We illustrate the relevant existing tagsets with their drawbacks
in Section 3. In Section 4, we describe the proposed tagset based
on standard design criteria and compare it to similar projects. In
Section 5, we present the usability test of the tagset via various
experiments and discuss the findings. We conclude this paper in
Section 6.
2. Background information

After providing a definition of PoS tagging, various approaches
that have been adopted for this process are presented. Further,
examples of Arabic PoS taggers are cited with their performance
results.

2.1. Definition of Part of Speech tagging

PoS tagging is the ability to computationally determine what
PoS tag of a word is activated by its use in a particular context
(Albared et al., 2011). It is the task that involves managing ambigu-
ity in processed text.

2.2. Tagging approaches

The task of identifying all the possible PoS tags of a word is not
difficult, thanks to the existence of efficient Morphosyntactic anal-
ysers for Arabic words such as ‘‘AlKhalil Morpho Sys” (Boudchiche
et al., 2017), Madamira (Pasha et al., 2014), and (Buckwalter, 2004).
However, it remains difficult to achieve disambiguation.

In earlier interesting works by other researchers (Farghaly and
Shaalan, 2009; Maamouri and Bies, 2010), the reason why ambigu-
ity exists on numerous levels in Arabic is presented. For example,
analysing the Arabic word ‘‘ نمث ”<tmn> using Buckwalter Arabic
Morphological Analyzer (BAMA) produced 21 different analyses.
Further, it was estimated that the average number of ambiguities
for a token in the majority of languages is 2.3, whereas in Modern
Standard Arabic, it is 19.2 (Farghaly and Shaalan, 2009). When the
same process for the same word ‘‘ نمث ”<tmn> using ‘‘AlKhalil
Morpho Sys” is executed, the analyser determines 40 different
analyses, considering all possible diacritical marks.

There are some approaches designed to achieve this disam-
biguation. The best known ones are statistical/probabilistic
approaches, rule-based methods, and hybrid systems that using a
combination of both statistical and rule-based methods:

� Statistical/probabilistic methods: Almost all of these are based
on Markov models where training consists of learning both lex-
ical and contextual probabilities. This approach is based on a
large manually annotated corpus from which we extract
probabilities.

� Rule-based methods: They function using rules that have been
defined by linguists. A rule-based method is composed of three
tasks:
1. Morphological analysis: This consists of segmenting a
sequence of input words into morphemes with respect to
the language grammar. This process is accomplished by mor-
phological analysers;

2. Lexicon research: Lexicons include words that cannot be
analysed in the morphological task, such as some stop words,
proper nouns, Arabized nouns, and misclassified words;

3. Sentence structure (El Hadj et al., 2009): This is based on the
relationship between untagged words and their adjacent
words. The Arabic language has relationships between adja-
cent words. For example, prepositions and interjections are
usually followed by nouns. The word position in the sentence
is an effective indicator to identify nouns. Some words
always followed by nouns construct a linguistic rule to iden-
tify them in the text such as ‘‘ اهتاوخأونإ”,‘‘اهتاوخأوناك ”, and
some of these words are mainly used when recognizing
proper nouns such as ‘‘ ديسلا ” and ‘‘ ةعماجلا ” ‘Mr. University’.

� Hybrid automatic system: This involves combining different
methods such as rule-based methods with statistical/proba-
bilistic methods. This system is used to assign the best tag for
each of the words of the input text.

2.3. Arabic PoS taggers

A significant part of the work has been undertaken in the area of
Arabic PoS tagging (Al-Sughaiyer and Al-Kharashi, 2004; Sawalha
and Atwell, 2010); other projects have been developed by compa-
nies (Xerox, Sakhr, RDI) as commercial software. In this section, we
summarize some of the most relevant works on PoS tagging.

The stochastic PoS taggers provide the appropriate tags based
on the most likely tag sequence in tagged corpora; many devel-
oped algorithms are employed (Altabba et al., 2010), such as the
Viterbi algorithm (Viterbi, 1967) using a Hidden Markov Model
(HMM).

The most relevant PoS taggers based on this approach (Diab
et al., 2004) are based on Support Vector Machine (SVM), a super-
vised learning algorithm that uses LDC’s PoS tagset, consisting of
24 tags. Another SVM-based, Yamcha, which uses Viterbi decoding,
was developed by Habash and Rambow (2005). The approach of
Maamouri and Cieri (2002)) is based on the automatic annotation
output produced by Tim Buckwalter’s morphological analyser; it
achieved an accuracy of 96%. Banko and Moore (2004) presented
an HMM tagger that exploits context on both sides of a word to
be tagged. It is evaluated in both the unsupervised and supervised
cases and achieved an accuracy of approximately 96%. Another PoS
tagger, similar to the one integrated into the Stanford PoS Tagger,
adopted a maximum entropy approach by enriching the informa-
tion sources used for tagging. Its end result accuracy on the Penn
Treebank achieved 96.86% overall, and 86.91% on previously
unseen words (Toutanova and Manning, 2000). Another probabilis-
tic tagger was adapted for Arabic (Zeroual and Lakhouaja, 2016a);
it differs from other probabilistic taggers in the manner the transi-
tion probabilities are estimated, namely with a decision tree. The
authors report that the obtained accuracy rates were 99.4%,
92.6%, and 81.9% for the Quranic-vowelled corpus ‘‘Al-Mus’haf”
(Zeroual and Lakhouaja, 2016b), unvowelled ‘‘Al-Mus’haf” corpus,
and the NEMLAR corpus (Attia et al., 2005), respectively.

The Qutuf (Altabba et al., 2010) tagger is based on a system that
consists of two tagging phases: premature and overdue (usual tag-
ging). The premature tagging occurs before the morphological
analysis phase, whereas the usual tagging happens after, and
requires rules from a linguistic expert or manually annotated cor-
pus to statistically generate the rules. The Qutuf tagset is based on
the Sawalha tagset with refinement and expansion. Brill’s ‘‘transfor
mation-based” or ‘‘rule-based” PoS tagger for Arabic (Freeman,
2001) uses a machine-learning approach based on the Brown cor-
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pus; a tagset of 146 tags was used. A similar work was developed
by AlGahtani et al. (2009) using a transformation-based learning
method, which is an error-driven approach to induce the retagging
rules from a training corpus. The corpus used in this experiment
was the Arabic Treebank and the morphological analyser BAMA.
Based on two different algorithms during the tagging phase, the
accuracy achieved 96.9%.

The APT tagger (Khoja, 2001) uses a hybrid technique of statis-
tical and rule-based techniques and a tagset of 131, basically
derived from the British National Corpus (BNC) (Leech, 1992) Eng-
lish tagset. An example of a hybrid method was made by a combi-
nation of a rule-based and memory-based learning method for
tagging Arabic words (Tlili-Guiassa, 2006). This tagger uses a tagset
extracted from Khoja’s tagger with other new ones added. It was
reported that the performance was 85%. Another system was pre-
sented by El Hadj et al. (2009) for Arabic PoS tagging that relies on
the Arabic sentence structure and combines morphological analy-
sis with HMM. Unlike the previous hybrid PoS tagging systems, a
different system was established based on a probabilistic model
and a morphological analyser to identify the correct tag in the con-
text; it achieved an accuracy of 94.02% (Ababou and Mazroui,
2015). Finally, the Arabic Morphosyntactic Tagger (AMT) devel-
oped by Alqrainy (2008), uses a pattern-based, lexical, and contex-
tual technique. Alqrainy built on traditional Arabic grammar books
to design a new PoS tagset called ARBTAGS that followed the crite-
ria proposed by Atwell (2008).

Virtually all Arabic PoS taggers use a tagset derived from Eng-
lish (e.g., (Diab et al., 2004)) or a summary of all Arabic features,
which are based on theoretical than practical reasons. Except for
the tagger developed by Al Shamsi and Guessoum (2006), other
taggers do not generally consider the structure of the Arabic sen-
tence during the tagging process.

3. Existing PoS tagsets

A tagset is a set of tags representing information regarding parts
of speech and values of grammatical categories (e.g., case, gender)
of word forms.

Several works have been undertaken for developing PoS tagsets
and have been implemented by taggers as mentioned previously.
Examples of these tagsets are: the tagset used by Khoja et al.
(2001), that used by El Hadj et al. (2009), and the Penn Arabic Tree-
bank (PATB) (Maamouri and Bies, 2004) tagset. Moreover, other
projects have resulted from the PATB PoS tagset such as Sawalha
(2009) and Diab (2007). All these tagsets have been developed
for different purposes. In general, however, they were for the
enrichment of text corpora with linguistic analyses to maximize
their use in a wide range of NLP applications.

In contrast to the majority of existing tagsets, only a small num-
ber of works have suggested a tagset for standard use. To the best
of our knowledge, these relevant works were developed by Khoja
(2001), Alqrainy (2008), and Sawalha (2009), in addition to the
suggested universal tagsets (Petrov et al., 2011) and (Rambow
et al., 2006) that are meant to be used for multiple languages
including Arabic. The number of basic tags used in these tagsets
fluctuates from 12 to 114; the number of possible combined tags
is composed of over 2000 tag types in the PATB tagset.

Typically, it is difficult to compare tagsets, primarily because
every PoS tagger aims at attaining its own objective. However, after
a comparative investigation into the mentioned tagsets, we con-
clude that the PATB tagset is the most appropriate. The PATB tagset
addresses important grammatical information; however, it has
limitations and requires refinement. Moreover, this tagset is for
morphological features rather than PoS tagging and some of its
basic tags are more related to semantic categories than mor-
phosyntactic categories.
Based on the PATB tagset, Sawalha (2009) proposed a new fine-
grained tagset. Subsequently, additional refinement and expansion
were performed on the Sawalha tagset. However, Aliwy (2013)
claims that this latter tagset continues to include tags that have
more theoretical than practical features.

3.1. Drawbacks of existing tagsets

The previously mentioned tagsets suffer from several problems
that we identify below:

� Almost all Arabic PoS taggers use tagsets derived from English,
which is inconvenient for Arabic (Diab et al., 2004; Zitouni,
2014);

� The compilation of a tagset does not accurately describe and
address all the information regarding Arabic grammar. For
example, Hadni (Hadni et al., 2013) used only three tags (Noun,
Verb, and Particle) as a tagset;

� Some PoS tagsets are a summary of all Arabic features, which is
more theoretical than practical. For example, Atwell (Atwell,
2008) proposed tags that are difficult to determine except if
we already know the morphological feature of the verb root
‘‘ حيحِصَ ” ‘Sound verb’ and ‘‘ فعٰضَمَ ” ‘Doubled verb’ or seman-
tically know the sentence context such as ‘‘ ةَُياقَوِْلانُوُن ” ‘n�un of
protection’ and ‘‘ لقِاعَْلا ” ‘Rational, which express Humanness’.

� The tagsets used for several PoS taggers are not comparable
with each other, which does not permit a valid comparison of
the accuracy;

� Tagsets lack suitable documentation that illustrates the deci-
sion made for each design of its dimensions;

� The most widely used tagsets are based on the proposed recom-
mendations of EAGLES, which are designed for Indo-European
languages and are based on Latin as a common ancestor. As
Atwell (2008) stated, ‘‘Corpus linguists have not attempted to
apply EAGLES standards to Arabic, a non-Indo-European lan-
guage. If they did, the tag set arrived at might well seem alien
to Arabic linguists and grammarians”. We, as other researchers
(Khoja et al., 2001; Ahmad et al., 2006; Gharaibeh and
Gharaibeh, 2012) agree with Atwell’s claim. Therefore, we sug-
gest that Arabic should have its own tagset, and that the tagset
should not be based on the EAGLES guidelines only, but also on
specific Arabic grammar features;

� The behaviour of certain categories in Arabic substantially dif-
fers from Indo-European languages or certain categories may
simply not exist. For example:
� The Gerund tag in the EAGLES recommendations is consid-

ered as a form attribute of the verb; whereas in Arabic, it
is a noun subcategory and has, in turn, six subcategories
(verbal noun, gerund with initial mïm, gerund of instance,
gerund of state, gerund of emphasis, and gerund of
profession).

� For number features, EAGLES uses only Singular and Plural.
In addition to these two tags, Arabic uses Dual tag. Moreover,
the Plural has six subcategories (sound plural, broken plural,
plural of paucity, plural of multitude, ultimate plural, and
plural of plural).

� The impossibility of combining diverse taggers for improving
accuracy.

4. Suggested PoS tagset

In this study, we were able to design hierarchical levels of an
Arabic PoS tagset based on important references in Arabic gram-
mar, such as the Lexicon of Arabic Language Grammar in tables
and tablets ‘‘ تاحولولوادجيفةيبرعلاةغللادعاوقمجعم ” by Al-Dahdah
(1989), Tatbiq Al-Nahwi ‘‘ يوحنلاقيبطتلا ” by Rajhi (2000), and
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Mu’jam al-I’rāb wa al-imlā’ ‘‘ ءلاملإاوبارعلإامجعم ” by Ya’q�ub (1983).
We also collaborated with experts in this field.

4.1. Criteria for a standard Arabic tagset

We propose recommendations and design criteria for mor-
phosyntactic categories for the Arabic language considering both
formal and functional aspects. These recommendations are as
follows:

� Traditional Arabic grammar rules: the tagset should follow the
Arabic grammatical system rather than those derived from
other languages;

� Identifying categories/subcategories: ability to distinguish dif-
ferent levels of word categories for the morphosyntactic tagset.
For that reason, we use a hierarchical taxonomy, because tradi-
tional Arabic grammarians recognize only three main parts-of-
speech that map approximately to Noun, Verb, and Particle.
Hence, all PoS tags including EAGLES categories are considered
as subcategories of these three main categories. For example,
pronoun ( ريمِضَ )<Damiyr>, adjective ( ةهَبٰشَمُةٌفَصِ )<SifatN
muxab�ahat>, and adverb ( فرْظَ )<zarof> are subcategories of
noun.

� Target users and/or applications: the PoS tagset should be suffi-
ciently general for different applications;

� Unambiguity: the tagset should be clearly defined;
� Reusability: the tagset should be amenable to be used again by
other researchers;

� Extensibility: the tagset should be easily expandable to include
more Arabic features, whenever required;

� Processability: it should be possible to use a reduced version of
the original tagset based on practical than theoretical reasons;

� Comparability: it should make room for an improved compar-
ison evaluation between different PoS taggers;

� Interchangeability: it should allow forward/backward conver-
sion between the main categories and subcategories.

4.2. Suggested PoS tagset

The Arabic PoS inventory consists of three main categories (Al-
Dahdah, 1989; Ghalayini, 2013): Noun ( مسِْا )<Aisom>, Verb ( لعْفِ )
<fiEol>, and Particle ( فرْحَ )<Harof>. Each one of these categories
has many subcategories.

Badawi et al. (2013) claimed that nouns are all those elements
with nominal inflection or function (including indeclinable forms).
The noun category also includes adjectives and adverbs (which are
formally nouns in particular functions), demonstratives, relatives,
and pronouns of all types (which are nouns in status yet not in
form). Verbs are all those elements with verbal inflection, includ-
ing fossilized items. Because they incorporate an agent pronoun,
they may stand alone as complete sentences. Finally, particles
are morphologically indeterminate and can only be defined by
their function. They are frequently bound and comprise all the
bound morphemes not included in the other two categories, such
as prepositions, and conjunctions. Particles are uninflected and
devoid of number, gender, and definiteness.

4.2.1. Noun Part-of-Speech
A noun conveys lexical meaning (as opposed to grammatical

meaning) but gives no indication of time. Nouns are classified
according to five main subcategories: definiteness (definite or
indefinite), number (Singular, Dual, Plural), gender (Masculine,
Feminine), inflection (Derived or Primitive) and declension
(Declined or Invariable). Each class contains several tags. Fig. 1 pre-
sents the hierarchical levels of the noun categories and their tags.
4.2.2. Verb Part-of-Speech
A verb conveys lexical meaning (as opposed to grammatical

meaning), and gives indication of time. Verbs are classified accord-
ing to two main subcategories: the perfect verb (which consists of
another six subcategories: declension, conjugation, inflection, tran-
sitivity, voice, and vocalic) and the imperfect verb (which consists
of another four subcategories: declension, conjugation, inflection,
and vocalic). Further, each category consists of several tags. Fig. 2
displays the hierarchical levels of the verb categories and their
tags.

4.2.3. Particle Part-of-Speech
A particle conveys no lexical meaning, which is conveyed

through the parts of speech it relates to. Particles are classified
according to two main subcategories: common and specific. The
specific class consists of two others subcategories (specific to noun
and specific to verb). Moreover, each class consists of several tags.
Fig. 3 displays the hierarchical levels of the particle categories and
their tags.

4.3. Discussion

Many surveys and comparative studies have been completed
for relevant approaches for tagging and PoS tagsets. It is not easy
to compare and determine the best tagset, primarily because every
PoS tagger addresses its specific objectives. This methodology of
work creates two major problems. The first is the absence of an
efficient standard PoS tagset for Arabic that can unify the efforts
made in this field. The second is the difficulty of benefitting from
different PoS taggers simultaneously.

Some Arabic PoS tagging systems use tagsets derived from Eng-
lish, which make them not very well suited to address the long-
established Arabic language features. Other PoS taggers used tag-
sets based only on a summary of Arabic grammatical rules, includ-
ing tags that have more theoretical than practical features. To
overcome these weaknesses and other mentioned in Drawbacks
Section 3.1, the proposed tagset has 110 basic tags classified into
four different levels (see Table 1), which accurately describe and
address Arabic language features considering both formal and
functional aspects.

In contrast with other proposed Arabic tagsets, we suggest an
appropriate PoS tagset for Arabic based on the standardization cri-
teria we mentioned above. These criteria require designing
detailed hierarchical levels. Furthermore, our work considers the
morphological complexity of Arabic, allowing the proposed tagset
to address both Modern Standard Arabic and Classical Arabic.
The proposed hierarchical levels allow the tagset to be easily
expandable to refine and include additional Arabic features, when-
ever required.
5. Usability test of the tagset

In this section, we highlight the use of the proposed tagset via
various experiments on text from both Modern Standard Arabic
and Classical Arabic. In this regard, a language independent PoS
tagger (called TreeTagger) was implemented.

5.1. TreeTagger

TreeTagger is a decision tree based tagger for annotating text
with PoS tags and lemma information. It was developed by
Schmid (1995)). This tagger has been officially used to tag more
than 20 different languages other than Arabic (TreeTagger, n.d.);
however, it is adaptable to other languages if a lexicon and a
tagged training corpus are available. Fortunately, a language model
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was created recently to adapt TreeTagger for Arabic (Zeroual and
Lakhouaja, 2016a). Nevertheless, a manual system was developed
to convert the tagset used in TreeTagger to the proposed hierarchi-
cal levels and to convert the tagset from one level to another.

5.2. Experiments and discussion

The performance of TreeTagger was tested on data from the
NEMLAR (Attia et al., 2005) and Al-Mus’haf (Zeroual and
Lakhouaja, 2016b) corpora. Ninety percent of the words were used
for the training phase and the remaining 10% of the words were
used for testing. In this section, we focus on various important
results that we achieved during our experiments. Notice that, in
addition to the main three tags (Noun, Verb, and Particle) on Level
1, there are two others for punctuation and non-Arabic words.
Table 2 provides the different results of tagging accuracy for each
level of our suggested tagset.

The tagging process achieved satisfactory results for different
forms of Arabic text and for each level of the suggested tagset.
Moreover, tagging with a complex tagset did not cause a sharp
degradation of the accuracy. In fact, accuracy increased when more
complex tagsets were used as it is the case for Al-Mus’haf corpus
(from Level 3 to Level 4) and for NEMLAR corpus (from previous
levels to Level 4). Consequently, we concluded that the ambiguity
in the PoS tagging process begins to increase after Level 1 and
decreases on complex levels such as Level 4. Furthermore, the
probability of a given trigram is determined by following the cor-
responding path through the tree until a leaf is reached. This
means that if we attempt to obtain the probability of a particular
tag, we must first answer the test at the root node. For this reason,
a change of the tagset has a significant impact on the training pro-
cess of TreeTagger. For example, the probability of a tag preceded
by a Verb (VERB) and a Particle (PRT) changes from one level to
another. Table 3 presents an example of a probability change for
the word ‘‘ مهف ”<fhm>.

Table 3 presents the probabilities of a tag preceded by a verb
and a particle. Even for the same word, such as ‘‘ مهف ”<fhm>, this
can easily change based on the level adopted. Consequently, the
change of adopted tagsets significantly affects the probabilities
estimated by TreeTagger during the training process, which is
reflected directly in the accuracy results.

Based on an investigation of PoS tagging for Arabic, Kübler and
Mohamed (2012) believed that using a complex tagset and then
converting the resulting annotation to a smaller tagset provides a
higher accuracy than tagging using the smaller tagset directly. For-
tunately, the suggested hierarchical levels also allow a similar
investigation. Thus, an experiment was performed to test Kübler’s
investigation results. Table 4 describes in detail a comparison
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between the results achieved using the smaller tagset directly and
the results achieved by converting the resulting annotation with
the complex tagset to the smaller tagset.
All the conversion processes confirmed a marginal improve-
ment in the accuracy, supporting Kübler’s investigation. More pre-
cisely, this conversion improved the performance of PoS tagging
from 0.01% (2? 1 in Nemlar corpus) to 1.55% (4? 1 in Al-
Mus’haf corpus). This demonstrates that using rich morphosyntac-
tic information in the PoS tagset is not necessarily an obstacle for
PoS tagging. On the contrary, they may improve tagging accuracy.
The reason for this may be that complex tagset precisely describes
the distributional features of words. For example (see Table 3), the
full tag (NOUN_Pronoun.3rd-person) describes the word’s charac-
teristics better than the simple tag (NOUN).

In addition to the previous experiments, we added an analysis
regarding the level of PoS tagging ambiguity. Ambiguity can exist
between the main categories (Noun, Verb, and Particle) and
between subcategories of the same main category. We believe that
the error rate is more acceptable during the tagging process if it is
between the subcategories than if it is between the main cate-
gories. Table 5 exhibits the rate of ambiguity that is not solved dur-
ing the tagging process.

Table 5 emphasizes that ambiguity exists with a high degree
between the subcategories of the hierarchical levels (Levels 2, 3
and 4) in comparison with the main categories (Level 1).
5.3. Discussion

We have addressed several examples of Arabic PoS taggers (six
as statistical taggers, two as rule-based taggers and five as hybrid
taggers). However, this number of PoS taggers is very low when
compared to other languages (e.g., English, French, and Spanish).
Yet, only three works (Khoja et al., 2001; Maamouri and Bies,
2010; Sawalha and Atwell, 2010) have suggested a tagset for stan-
dard use.



Table 1
Basic tags of proposed tagset.

Levels Number of basic tags

Noun Verb Particle

Level 1 1 1 1
Level 2 11 4 3
Level 3 33 14 25
Level 4 10 7 0

Total 55 26 29 110

Table 2
Tagging accuracy analysis.

Corpora Total words Levels Number of tags Accuracy (%)

Al-Mus’haf 78,121 1 4 97.18
2 26 94.02
3 79 91.35
4 95 91.65

NEMLAR 500,000 1 5 97.15
2 12 93.86
3 63 95.74
4 107 97.55

Table 3
Example of probability change through levels.

Levels Sentences in training
data

Tags for the word ‘‘ مهف ” Probability (%)

1 .مْهُفَاوؤُاجَنِْإ . . NOUN 60
.مُهْفَنَاكَنِْإ . . NOUN
.مٌهِفَنَاكَنِْإ . . NOUN

.مَهِفَبَعَوْتَسْانِْإ . . VERB 40
.مَهٰفَءَاشَنِْإ . . VERB

3 .مْهُفَاوؤُاجَنِْإ . . NOUN_PRON.3P* 20
.مُهْفَنَاكَنِْإ . . NOUN_V.GERN** 20
.مٌهِفَنَاكَنِْإ . . NOUN_ADJ 20

.مَهِفَبَعَوْتَسْانِْإ . . VERB_PER.AC*** 40
.مَهٰفَءَاشَنِْإ . . VERB_ PER.AC***

* Noun_pronoun.3rd-person.
** Noun_Verbal-noun.Gerund.
*** Verb_Perfect.Active-voice.

Table 5
Ambiguity between main categories and subcategories.

Corpora Ambiguity between
main categories (%)

Ambiguity between
subcategories (%)

Al-Mus’haf 1.27 7.08
NEMLAR 1.97 3.30
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Our experiments confirm that the implementation phase of the
proposed tagset in the PoS tagging process using TreeTagger is sat-
isfactory. Furthermore, the designed hierarchical levels allow vari-
ous tests without significant degradation of the accuracy for both
Classical and Modern Standard Arabic text. Moreover, these hierar-
chical levels improve the accuracy because of the interchangeabil-
ity between the levels, which facilitates the conversion process.

Regarding ambiguity, these hierarchical levels, which identify
the main categories and their subcategories through different
Table 4
Tagging accuracy with converting process.

Corpora Levels Accuracy in direct tagging

Al-Mus’haf 1 97.18%

2 94.02%

3 91.35%

NEMLAR 1 97.15%

2 93.86%

3 95.74%
levels, accurately determine where the ambiguity intensifies.
Therefore, this tagset can be easily implemented in PoS tagging;
it also improves the accuracy owing to the interchangeability and
extensibility of its designed hierarchical levels, which are based
on carefully chosen standard design criteria.
6. Conclusion

In this paper, we highlighted the importance of PoS tagging for
NLP. We presented approaches used for PoS tagging of Arabic text
and the most relevant PoS taggers. Furthermore, we discussed the
well-known tagsets used in this field and their drawbacks. Then,
we suggested a range of criteria for a tagset to be generalized
and standardized, which can be used in the process of PoS tagging
different text types such as Classical Arabic and Modern Standard
Arabic.
Converting process New accuracy (%)

2? 1 98.20
3? 1 98.31
4? 1 98.73
3? 2 94.12
4? 2 94.45
4? 3 91.69

2? 1 97.16
3? 1 97.47
4? 1 98.03
3? 2 94.18
4? 2 94.86
4? 3 96.49



178 I. Zeroual et al. / Journal of King Saud University – Computer and Information Sciences 29 (2017) 171–178
Our methodology is based on the fact that Arabic has many
morphological and grammatical features. Thus, the purpose of this
study was to target the finest possible PoS tagset for Arabic and to
increase the accuracy of PoS taggers. Hence, we designed detailed
hierarchical levels of the Arabic tagset categories that capture long-
established Arabic grammar distinctions and facilitate expansion
to include more Arabic tags when required.

The usability of the proposed tagset was verified using TreeTag-
ger. Although the results demonstrated a satisfactory accuracy, the
conversion processes improved the performance of the PoS tagging
which lends support to Kübler’s investigation.

This work is an advancement in the direction of achieving a
standard, rich, and comprehensive tagset for Arabic. We evaluated
this tagset using new data to refine it as required.
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