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Abstract In this paper, we introduce the user’s privileges and traffic maximum delay tolerance as

additional dimensions in the call admission control processes to efficiently control the utilization of

LTE-A network resources. Based on this idea, we propose an efficient call admission control scheme

named ‘‘delay aware and user categorizing-based CAC with adaptive resource reservation (DA–

UC-ARR)”, where the user priority is adjusted dynamically based on the current network condi-

tions and the users’ categorizations and traffic delay tolerances, to increase the network’s resource

utilization and at the same time to maximize the operators’ revenue. In this proposed scheme, the

users are classified into Golden users and Silver users, and the type of service per user is classified as

real time (RT) and non-real time (NRT) services. We compare the performance of the proposed

scheme with the corresponding results of previous schemes, referred to as the adaptive resource

reservation-based call admission control (ARR-CAC) (Andrews et al., 2010; AlQahtani, 2014),

where user categorization and delay were not taken into consideration in the call admission control

process. Simulation results indicate the superiority of the proposed scheme because it is able to

achieve a better balance between system utilization, users’ privileges provided by network operators

and QoS provisioning compared to the ARR-CAC scheme.
� 2015 Production and hosting by Elsevier B.V. on behalf of King Saud University. This is an open access

article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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1. Introduction

The Third Generation Partnership Project (3GPP) has been
working on various aspects to improve the performance of

the Long Term Evolution (LTE) and LTE-Advanced (LTE-
A) as new radio access technology and network architecture
at a reduced cost. These aspects include Orthogonal Frequency

Division Multiple Access (OFDMA), higher order multiple
inputs multiple output (MIMO), carrier aggregation, and
heterogeneous networks (relays, picos and femtos) (3GPP
TR 36.814, 2010; 3GPP, 2010; Chadchan and Akki, 2010).

LTE-A has been put in place to support diverse IP-based traf-
fic, such as voice, data and multimedia. In addition to these
different supported traffic services and from the network oper-

ator’s point of view, users’ categorization (differentiation) is
becoming an important issue because quality of service
(QoS) and users’ privileges issues vary among users and their

traffic classes.
The main objective of the network operators is to maximize

the revenue earned by having maximum network utilization, at

the same time satisfying the communication needs of their
users by developing various programs and benefits. These pro-
grams are designed to offer high-class services and privileges to
distinguished users. Mostly, the users are classified into a num-

ber of categories based on their annual billings. Currently,
some network operators categorize their users into a number
of different types based on the frequency of their use of the

network resources or based on the amount of their annual bill-
ing. For, example, an operator can categorize their users as
Golden and Silver users, where the Golden category has higher

annual billing than the Silver one. Therefore, the network
operators give the Golden users higher priority than the Silver
users.

Contemporary and future wireless networks are required
to serve not just different user categories but also different
traffic types, which are classified by standardization bodies.
Some of them require guaranteed bit rate (GBR), and some

applications do not require guaranteed bit rate (Chadchan
and Akki, 2010). The QoS parameters of the different traffic
per user category can be significantly different as well. Nor-

mally, the real-time services are categorized as GBR applica-
tions, and non-real-time services are categorized as non-
guaranteed bit rate (NGBR) applications. A GBR bearer

confirms the value of QoS parameters associated with it,
and the corresponding service assumes that congestion-
related packet losses do not occur. A non-GBR bearer does
not confirm bearer QoS values, and the corresponding service

should be prepared for congestion-related packet losses.
Based on users’ categories and traffic services types for each
user, we can have four types of bearers in LTE: Golden users

with real time services (G-RT), Silver users with real time ser-
vices (S-RT), Golden users with non-real time services (G-
NRT) and Silver users with non-real time services (S-NRT)

bearers.
Call admission control is located at layer 3 (network layer)

(L3) in the evolved Node B (eNB) and is used both for setup of

a new bearer and for handover candidates (Chadchan and
Akki, 2010). In the LTE-A networks, it is still a challenge
for an evolved Node B (eNB) to perform resource block
(RB) allocation and scheduling. The task of CAC is to admit

or reject the establishment requests for new radio bearers.
To do this, it is very important to design an efficient CAC that
can take into account the overall resource situation, the user’s
priority based on its category level and the provided QoS of

the in-progress request and the QoS requirements of the new
radio bearer request. An important aspect for achieving these
objectives is to design an effective CAC scheme with users’

varying categories and QoS requirements. This paper aims to
design an efficient CAC that takes this issue into account.

The rest of this paper is organized as follows. In Section 2,

the literature review is presented. The system model and
assumptions are explained in Section 3. In Section 4, details
of the proposed scheme’s model are presented. The simulation
results are presented in Section 5. The paper concludes with

Section 6.

2. Literature review and contributions

Call admission controls for the satisfaction of utilization and
QoS requirements in integrated networks and LTE-A cellular
networks have been an active area of research (AlQahtani

and Mahmoud, 2006, 2007; Andrews et al., 2010; AlQahtani,
2014; Kaur and Selvamuthu, 2014; Qian et al., 2009; Lie
et al., 2008; Kosta et al., 2010; Niu et al., 2013; Hegazy and

Nasr, 2015; Yang et al., 2015). Typical CAC schemes for
multi-service are complete sharing (CS), complete partitioning
(CP) and threshold (AlQahtani and Mahmoud, 2006, 2007;

Andrews et al., 2010; AlQahtani, 2014). These papers briefly
discussed the CS, CP and hybrid resource sharing approaches
and their shortcomings. To overcome these shortcomings, a
number of schemes were proposed for multiple integrated net-

works by controlling the shared resources in an efficient and
adaptive way. In AlQahtani and Mahmoud (2006, 2007), a
new CAC admission control with dynamic resource allocation

for two types of services in a 3G wireless network was pro-
posed and analyzed. This CAC combines the advantages of
CS and CP between real time and non-real time services in

an efficient and adaptive way using dynamic priority. The
scheme presented in AlQahtani and Mahmoud (2006, 2007)
was extended to multiple integrated networks. In Andrews

et al. (2010), an adaptive resource call admission control for
integrated WiMAX/WiFi networks is presented. The author
developed a combined CS and virtual partitioning (VP)
resource allocation to control the connection requests in an

adaptive way. Two types of traffic were assumed: WiMAX
traffic and WiFi traffic. In AlQahtani (2014), a similar scheme
was used to adaptively control the connection request in LTE-

A with Type I Relay Nodes. In this case, the types of traffic are
LTE direct traffic and LTE indirect aggregated traffic (through
a relay node). However, in AlQahtani and Mahmoud (2006,

2007), Andrews et al. (2010), AlQahtani (2014), the users’ cat-
egorizations and their maximum delay tolerance were not
addressed. Mostly, the resources were virtually apportioned
between the two types of requests and the waiting requests

were serviced using a dynamic priority that was calculated
based on the predefined VP of each request and the current
network usage. In addition, the QoS of service requirements

such as delay was not included in calculating the dynamic
priority.

Some of the CAC schemes have been modified and imple-

mented in the networks that have integrated services. A num-
ber of these implemented schemes are discussed in Kaur and
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Selvamuthu (2014) and Kosta et al. (2010), but their discus-
sions are not specific to user categorizations. A CAC and
resource scheduling schemes for LTE networks with heteroge-

neous services are proposed in Kaur and Selvamuthu (2014).
The proposed allocation algorithm gives high priority to the
RT service packets approaching the delay deadline by using

a transmission guard interval. The proposed CAC can adjust
the threshold according to the network conditions in an adap-
tive way. The results show that this proposed CAC can not

only balance the in-service connections of different classes of
traffic but can also easily reserve the RBs and potentially sup-
port user handover. In Qian et al. (2009), the author proposed
a two-stage CAC scheme that uses the received signal quality

as an indicator to estimate the number of RBs of each request
to improve the performance of the network overall. The first
stage of the proposed CAC uses a SINR with a dynamic

threshold for admitting new arriving requests. At the second
stage, the utilization of resources issue plays a major role in
maintaining a minimum QoS level for each new request. Sim-

ulation results show that the proposed CAC scheme con-
tributes to improving the performance of non-GBR services
and maintaining quite well the QoS of delay-sensitive services

and finally achieves a reduction in the Packet Drop Ratio for
the network.

In Lie et al. (2008), the author proposed delay-aware CAC
(DACAC) schemes to guarantee the required QoS for packet

delay in the LTE network. The DACAC scheme accepts or
rejects the requests based on packet delay measurements for
each service class and the current RB utilization of the

LTE-A network. The DACAC scheme uses two thresholds
for RB utilization. These two thresholds’ values are deter-
mined as measured RB utilization and packet delay. Those

measurements are achieved by adopting the moving-window
average method based on the newly defined window structure.
In Kosta et al. (2010), a combined admission control (AC)

scheme for controlling multiclass QoS and Grade of Service
(GoS) in the uplink LTE network was proposed, where the
combined AC scheme assigns RBs in a fair way such that
the delay and throughput are dynamically adjusted according

to the traffic load. Numerical results show that it is possible
to satisfy the QoS constraints of all accepted requests using a
priority scheme without any network capacity loss. In Niu

et al. (2013), Hegazy and Nasr (2015) and Yang et al. (2015),
the users are categorized from instantaneous users’ conditions
and traffic classes. The user classifications from operators’ per-

spective were not considered. In Niu et al. (2013) the users are
categorized based on mobility speed. In Hegazy and Nasr
(2015) and Yang et al. (2015), the users are categorized based
on users’ speed and types of traffic.

In all of the above, several works (AlQahtani and
Mahmoud, 2006, 2007; Andrews et al., 2010; AlQahtani,
2014; Kaur and Selvamuthu, 2014; Qian et al., 2009; Lie

et al., 2008; Kosta et al., 2010) mainly considered the inte-
grated networks (Andrews et al., 2010; AlQahtani, 2014) or
the 3G and LTE-A network with multi-services (AlQahtani

and Mahmoud, 2006, 2007; Andrews et al., 2010; Kaur and
Selvamuthu, 2014; Qian et al., 2009; Lie et al., 2008; Kosta
et al., 2010) but rarely considered allocation of resources to

different user categorizations from operators perspective in
addition to traffic classifications. In Niu et al. (2013), Hegazy
and Nasr (2015) and Yang et al. (2015), the classifications of
users are based on users’ behavior only. Therefore, most of
the previous works focus on maximizing the system through-
put or achieving fairness among traffic services. However, allo-
cating RBs without considering both the users’ priority level

(user category) (G or S) and service QoS would make the
demand and supplies not balance. This paper aims to design
an efficient CAC that takes this issue into account. This paper

introduces a CAC strategy for the LTE-A supporting multime-
dia services with different classes of traffic and diverse user cat-
egories. To address this, we propose an efficient resource

allocation scheme named ‘‘user categorizations and delay
aware adaptive resource reservation-based call admission con-
trol (DA–UC-ARR),” which aims at allocating RBs adaptively
based on the user’s priority granted by the network operator

based on its category and the QoS required by the supported
integrated services. Unlike most previous studies, this work
takes into account both the varying users’ categories and the

QoS needs of the users’ traffic. In addition to traffic classifica-
tions and dynamic resource allocation proposed in Andrews
et al. (2010), AlQahtani (2014), the proposed scheme intro-

duces a new dimension of categorizations, which is Golden
(G) and Silver (S) users, and adds one new QoS metric for cal-
culating the dynamic priority.

3. System model and assumptions

A single cell uplink LTE-A network is considered. In this cell

of interest, there is a set of users’ equipment devices (UEs) and
one LTE-A base station (eNB). The users are uniformly dis-
tributed in the cell, and each user can be categorized into dif-
ferent types based on their QoS requirements and user

category. In this network, we have a new dimension of catego-
rization, which is golden (G) and silver (S) user classes,
denoted in general by j user type (where G type is j = 1 and

S type is j = 2). Every user’s class can be classified to serve dif-
ferent traffic classes, which are classified by standardization to
real-time (RT) services and non-real-time (NRT) services,

denoted in general by i service class (where RT class i= 1,
and NRT class i= 2). Therefore, we will have four different
request types (request ij, where i= 1, 2 and j= 1, 2). These

types are Golden user class of real time service class (G-RT),
Silver user class of real time service class (S-RT), Golden user
class of non-real time service class (G-NRT), and Silver user
class of non-real time service class (S-NRT) requests. We

assume that the requests of G-RT users are of highest priority;
next is S-RT. S-NRT user requests are given lowest priority.
Users with higher priority factors are subject to increased

subscription rates in return for prioritized network access
and QoS. Two ratios are also introduced, which are Beta (b)
and Alpha (a) and are used to measure the priority of each

connection type. b and (1 � b) ratios are used in the calcula-
tion of the instantaneous priority level of Golden and Silver
users, respectively, while a and (1 � a) ratios are used in the
calculation of the instantaneous priority level of RT and

NRT traffic classes within each user’s category, respectively.
A higher ratio will lead to higher priority.

The general architecture of a single cell LTE network with

different classes of UE is presented in Fig. 1.
All connection requests are assumed to follow a Poisson

arrival process with mean rates of ki;j (k1;1; k1;2; k2;1 and k2;2,
respectively). Each connection request ij, where we have four
types of aggregated connection requests, has its own queue



Figure 2 Architecture of a single cell LTE network with different

classes of UE.
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(Qij), and the queuing time limit of each connection request
type is a constant value Dmax defined based on the requested
QoS requirements. The total arrival rate into the system is

k ¼ P
8i;jki;j. Each connection request ij has a negative expo-

nential service time distribution (connection time) with mean

rates of 1/li;j. Using the definitions above, the generated load

of each request type i,j, denoted by qi;j, is given by

qi;j ¼ l�1
i;j ki;j. The total offered load intensity for the system,

denoted by q; is given by q ¼ P
8i;jl

�1
i;j :ki;j.

The frame structure of the LTE-A network is organized
into 10-ms duration radio frames (Chadchan and Akki,

2010) as shown in Fig. 2. Each frame of 10-ms duration is
divided into ten 1-ms subframes. Two types of frame structures
are supported by LTE-A. A Type 1 frame is for Frequency

Division Duplex (FDD) transmissions, and Type 2 is for Time
Division Duplex (TDD) transmissions. For FDD, in each
radio frame, 10 subframes are available for uplink and 10 sub-

frames are available for downlink transmission, and these for
downlink/uplink transmissions directions are separated in the
frequency domain. The LTE Transmission Time Interval
(TTI) is defined as one subframe duration.

In LTE, transmission resources are called Resource Blocks
(RB) and are assigned to physical channels in time–frequency
units. The smallest time–frequency unit is called a resource

unit or resource element (RE) and is used for downlink/uplink
transmissions. An RE is defined as one subcarrier over one
symbol. An RB is formed by a group of 12 subcarriers contigu-

ous in frequency over one slot (0.5 ms) in the time domain, for
both TDD and FDD systems. Each subcarrier has a spacing of
15 kHz. The total bandwidth that one RB occupies is 180 kHz
for 12 subcarriers. A physical channel covers a frequency band

containing one or more contiguous RBs. The physical channel
bandwidth is a multiple of 180 kHz. All of the RBs in the avail-
able bandwidth constitute a resource grid. Two RBs

(180 kHz � 1 ms) is the minimal allocated resource unit.
We assume that each radio frame consists of a set N of RBs

for data and control transmission. The value of N depends on

the LTE bandwidth, B, selected. Some of these N RBs are used
for control transmission and signaling overhead and denoted
by Nco. The RBs used by Random Access Channel (RACH)

and Physical Uplink Control Channel (PUCCH) for control-
ling the transmission are time-variable, and we have assumed
a constant number of RBs for data transmission and control
transmission and signaling overhead in this research. There-
S-RT

UEUE eNB

G-R
T

G-N
RT

S-NRT

Figure 1 Architecture of a single cell LTE network with different

classes of UE.
fore, the maximum LTE-cell capacity (in terms of RBs) that
is available and can be used for data transmission is the total

number of RBs minus the number of RBs used for control
transmission and signaling overhead and is denoted as
N�Nco.

In this network model, the N RBs are virtually partitioned

into four partitions: N11, N12, N21 and N22. N11 RBs are for
G-RT, N12 RBs are for G-NRT, N21 RBs are for S-RT, and
N22 RBs are for S-NRT, where N11 + N12 + N21 + N22 is

equal to N�Nco: Each connection’s virtual resource partition
is predefined dynamically based on its b and a ratios.

4. Call admission control strategies

CAC is used in general to control the number of users in the
LTE-A network and must be designed to guarantee the QoS

requirements for both traffic services and user types. In the
LTE-A network, CAC denotes the process of making a deci-
sion on a new connection request based on the number of

available RBs versus users’ types and QoS requirements for
different traffic services. Before the CAC makes the decision
regarding the arriving connection requests, it first estimates
the total RBs currently in use, Nc, (i.e., current cell loads)

and the number of RBs required by the new arrival connection
request ij (new load increment, DNij), and then applies them in

the decision-making process of accepting or rejecting new con-
nection requests. The estimation process of the new load incre-
ment required by the new arrival request ij and the current cell

loads, Nc, follows.
The data rate requirement for each request type can be

defined in terms of its required RBs. Assuming that the aver-
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age data rate requirement for each connection request ij is Rij,
then the required bandwidth (Bij) to guarantee the required
data rates can be expressed as (AlQahtani, 2014; TR 36.942

Annex A, 2010; TR 36211, 2010)

Bij ¼ Rij

logð1þ SNRÞ
Considering the resources on the uplink and assuming that

there are four different connection request types, the resource
increment, DNij , required by newly arrived connection request

ij in terms of the required RBs can be calculated as

DNij ¼ S � Bij

WRB

� �
ð1Þ

where WRB is the bandwidth of one resource block, S is the
number of sub-frames (in LTE-A, S= 10), and dxe denotes

the nearest integer greater than or equal to x. At any point
in time, we will have kij current active connections from each
request type ij. Based on this information and using (1), the

current instantaneous total number of RBs in use (i.e., the
total current cell load), Nc can be calculated as follows using
the following criterion:

Nc ¼
X
8ij

kij � DNij 6 N�Nco ð2Þ

In the next subsections, we present one of the current exist-
ing related CAC schemes, known as adaptive resource alloca-
tion CAC (ARR-CAC) (AlQahtani, 2014), and we adapted it

to our system to use it as a reference to compare its perfor-
mance with the performance of the proposed schemes. Then,
the herein proposed user categorizing and delay-aware based

CAC with adaptive resource reservation is presented and
explained.

4.1. ARR-CAC

In this section, we will adapt the idea of schemes that were pro-
posed in AlQahtani and Mahmoud (2006), Andrews et al.

(2010), AlQahtani (2014), known as ARR-CAC, to our sys-
tem, as shown in Fig. 3. To do so and use the ARR-CAC
scheme, all active connections can be grouped into two differ-
ent types based on traffic service types, one for RT connections

(Golden & Silver users) and the other for NRT connections
(Golden & Silver users). In ARR-CAC, each request type
has its own queue, and all request types share the available

RBs. At the same time, each request type has a predefined
virtual resource partition defined as N1 RBs for RT services
(Golden & Silver users) and N2 for NRT services (Golden &

Silver users) such that N1 +N2 = N � Ncon. The required
RBs for a newly arrived request i (i= 1 for RT, i = 2 for
NRT), DNi, can be calculated as follows,

DNi ¼ S � Bi

WRB

� �
ð3Þ

Therefore, the ARR-CAC scheme decides to admit or reject
a new connection request i based on the following criteria:

Nc þ DNi 6 N�Nco ð4Þ
The main steps of ARR-CAC can be defined as follows

(AlQahtani, 2014). An incoming connection request i is served
as long as the criterion (4) is satisfied. When all RBs are
unavailable, the arrived request i is buffered in its queue or

blocked if its queue is full. Any connection request is dropped
from its queue if it exceeds its queuing time limit, Dmax-i. Upon
an RB release, the adaptive priority (AP) value is calculated
for all request types that have non-empty queues, and then

the queue with higher priority (i.e., with least AP value) is
served first based on the FIFO policy.

The priority is adaptively adjusted to prevent all request

types from adversely affecting each other. For low to moderate
loads, all RBs (i.e., N � Nco RBs) are open for all arrived con-
nection request types to enhance the LTE-resource utilization.

However, under congestion conditions the AP is used to
dynamically differentiate between the types of queued connec-
tion requests. Therefore, the adaptive priority (APiÞ value for a
type i request is computed using the RBs currently in use by
type i requests and the virtual resource partition predefined
for type i requests as follows:

APi ¼ Ni
c

Ni

ð5Þ

where Ni
c is the number of current RBs in use by active connec-

tion requests of type i (ki) such that Ni
c ¼

P
8iDNiki 6 N, and

the next highest priority connection request type is determined
as

RT If AP1 6 AP2

NRT If AP2 < AP1

�
ð6Þ

Thus, the request type i with minimum APi will be given the
highest priority and can be served first. Here, as the total RBs

currently occupied by all users of ith request type, Ni
c; drops

below the number of virtual reserved RBs for the ith request
type, Ni, its APi value decreases and hence its priority
increases. When two or more request types have the same

AP value, then the request type with higher priority will be
served first. Using these rules, the unutilized RBs of one user
type can be utilized by other user types when needed. Addi-
tionally, at high system load, the AP value prevents all users’

requests from adversely affecting each other.

4.2. Proposed CAC schemes

The network operators feel that the importance of the user cat-
egorizations issues is becoming increasingly important. An
important issue in providing differentiated users and services
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in LTE-A is to design an adaptive and efficient CAC scheme.
The limitations with the previous ARR-CAC (AlQahtani and
Mahmoud, 2006; Andrews et al., 2010; AlQahtani, 2014)

scheme are as follows:

� It differentiates only between two types of connection

requests, i.e., RT and NRT (AlQahtani and Mahmoud,
2006) or WiMAX and WiFi (Andrews et al., 2010), or
LTE direct connections and indirect connections (through

relay) (AlQahtani, 2014), regardless of the user category
and its priority level with respect to the operators.

� The adaptive priority value and pre-defined virtual partition
are defined in ARR-CAC (Andrews et al., 2010; AlQahtani,

2014) independent of user category and the traffic’s QoS in
terms of maximum delay limitations.

The proposed delay aware user categorizing-based CAC
with adaptive resource reservation takes the previous scheme’s
limitation into account. In this proposed scheme, a new dimen-

sion of classifications, which are Golden and Silver user
categories, is defined, and every user category can be classified
to have different traffic types, which are classified by standard-

ization to RT services and NRT services. For network opera-
tors with prioritized access and QoS, it is found that higher
priority users are subject to increased subscription rates in
return.

In this proposed scheme, a and b are very important ratios
that are defined and estimated by the service provider (opera-
tor) according to the target revenue and the importance of the

user category and its traffic class, respectively, where 0 < a < 1
and 0 < b < 1. The a ratio and (1 � a) ratio are used to define
the Golden and Silver users’ priority levels. The user with the

higher ratio has the higher priority. In our case, the Golden
user has the higher priority. The b ratio and (1 � b) ratio are
used to define the RT and NRT priority level for each user cat-

egory. The user’s traffic class with the higher ratio has the
higher priority. In our case, RT traffic has the higher priority.
Therefore, a is used to define the priority level (importance) of
users (Golden has higher value) and b is used to define the pri-

ority level (importance) of traffic services for each user cate-
gory (RT has higher b value).

Using these predefined ratios, LTE RBs can be virtually

partitioned among users and traffic classes into four predefined
partitions. The number of each predefined virtual RBs for i
service class of j user type (connection request ij) can be calcu-

lated as follows:

� Number of virtual predefined RBs for RT service class of G
user type
N1:1 ¼ a � b �N ð7Þ

� Number of virtual predefined RBs for RT service class of S
user type
N1:2 ¼ a � ð1� bÞ �N ð8Þ

� Number of virtual predefined RBs for NRT service class of

G user type
N2:1 ¼ ð1� aÞ � b �N ð9Þ

� Number of virtual predefined RBs for NRT service class of
S user type
N2:2 ¼ ð1� aÞ � ð1� bÞ �N ð10Þ

The predefined partition is then defined based on the prior-

ity level of each request, which is reflected by the two ratios. In

addition, each request ij has its own queue Qi;j, and all types

share the available RBs.
Our proposed scheme can be divided into two sub-schemes.

The first one is called ‘‘user categorizing-based CAC with

adaptive resource reservation (UC-ARR)”. This scheme con-
siders the user categorization and traffic services. The second
sub-scheme is named ‘‘delay aware and user categorizing-

based CAC with adaptive resource reservation (DA–UC-
ARR)”. This sub-scheme takes the maximum delay limitations
of each request type into account when calculating the adap-
tive priority value of each connection request type. These

two sub-scheme steps and model are explained in the following
sub-sections.

4.2.1. UC-ARR

The system model of this scheme is as shown in Fig. 4.

The UC-ARR scheme procedures can be stated as follows:

1. The arrived i service class of j users type request is served
as long as the criterion in (11) is satisfied.
Nc þ DNi;j 6 N�Ncon ð11Þ

where DNi;j is the total increment of RBs required by the
arrived user of the ith service class and the jth user type.

2. When all RBs are in use, the arrived connection request i,

j is inserted in its queue Qi;j if it is not full.

3. A request ij is dropped from its queue if it exceeds the

queuing time limit.
4. Upon an RB’s release, the adaptive priority, APi;j, value

is calculated for all connections requests ij with non-
empty queues. Then, the non-empty Qi;j with the lowest

APi;j value is served first.

The adaptive priority AP, used in step 4 of the above pro-
cedure, is calculated using:

1. The total number of current RBs occupied by all users of

the ith service class and the jth user type Ni;j
c .

2. The number of virtual reserved RBs for ith service class jth
user type Ni;j.

Therefore, the AP value of UC-ARR for request i,j is given

by:

APi;j ¼ Ni;j
c

Ni;j

ð12Þ

This sub-scheme pseudocode is shown in Table 1.
The request i,j with the minimum APi;j value will be given

the highest priority. Here, as the total number of currently

occupied RBs Ni;j
c drops below the number of virtual reserved

RBs Ni;j, its AP value decreases and its priority increases.

Using these rules, the unused load of one type can be used
by other traffic classes when needed. Additionally, at high net-

work load, the AP value prevents the requests from adversely
affecting each other. The priority level of each request ij
depends on the value of its importance ratios a and b. There-
fore, the priority is adaptively adjusted taking into account the
defined importance level of all users and their service classes, as
shown in Table 2.



Table 2 The Adaptive priority AP of each user traffic class of

UC-ARR.

Category/services RT NRT

Golden AP1;1 ¼ N1;1
c

a�b�N AP2;1 ¼ N2;1
c

ð1�aÞ�b�N
Silver AP1;2 ¼ N1;2

c

a�ð1�bÞ�N AP2;2 ¼ N2;2
c

ð1�aÞ�ð1�bÞ�N

User Classes Service Classes :

N RBs

G-RT

UC-
ARR-
CAC

G-RT

G-NRT

S-NRT

G-NRT

S-RT

Rejected Calls

Accepted 
Calls

S-RT

S-NRT

Gold

Silver

N1,1

N1,2

N2,1

N2,2

µi,j

Figure 4 System model for UC-ARR scheme.
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4.2.2. DA–UC-ARR

This sub-scheme, known as DA–UC-ARR, takes into account
the different categorizations of users as in the previous sub-

scheme and adds another dimension in the adaptive priority
calculations, which is the maximum delay tolerance. It gives
the connection request a high priority value when the differ-

ence between the pre-defined tolerable maximum delay
Dmaxi and the current latency of the user’s request for the
ith service class, TAi (i.e., Dmaxi � TAi), becomes very small.
The procedure for this scheme is the same as that of the

UC-ARR but the adaptive priority AP is calculated using:

1. The total number of RBs currently occupied by all users of

the ith service class and the jth user type, Ni;j
c .

2. The number of virtual reserved RBs for the ith service class
and the jth user type, Ni;j.

3. Tolerable maximum delay for user with the ith service class,

Dmaxi.
4. Current latency for user of with the ith service class, TAi.

Therefore, the AP of DA–UC-ARR value for request i,j

request is given by:
Table 1 The pseudocode of UC-ARR.

ARRIVAL event of request

i,j

DEPARTURE event of request i,j

IF Nc þ DNi;j 6 N�Ncon

Admit request i,j

ELSE

If (Qi;j is not full)

Insert request i,j call

into its queue

Else Reject request i,j

END

IF (There are non-empty queues)

calculate: APi;j ¼ Ni;j
c

Ni;j

Select non-empty Qi;j with the

lowest APi;j value

IF Nc þ DNi;j 6 N�Ncon

Admit request i,j

Else Release the RB

Else RB

END
APi;j ¼ Ni;j
c

Ni;j

� ðDmaxi � TAiÞ ð13Þ

In (13), as the user of class i service has higher latency in

the queue, the difference between the tolerable maximum
delay Dmaxi and the user latency of TAi becomes very small
and this will decrease the value of APi,j. Decreasing the pri-

ority value will increase the priority of users with service
class i. At high system load the delay factor will prevent
the classes from adversely affecting each other. The adaptive
priority AP of each user traffic class of DA–UC-ARR is

shown in Table 3.
This sub-scheme pseudocode is as shown in Table 1, except

that the AP is calculated using the equation shown in (13).
5. Performance evaluation and result analysis

This section discusses the investigations and experiments

undertaken to assess the proposed CACs’ performance. The
results of the experiments are then elucidated with the help
of a developed NS-2 simulator. It needs to be emphasized here

that the simulation experiments were carried out on the devel-
oped simulator so that a suitable result is achieved and the
diverse features of the LTE uplink performance can be accu-

rately measured within dissimilar and atypical circumstances.
The measures used for performance evaluation include system
utilization and QoS metrics such as total blocking probability
(TBP) and average delay.



Table 3 The adaptive priority AP of each user traffic class of DA–UC-ARR.

Category/services RT NRT

Golden AP1;1 ¼ N1;1
c

a�b�N � ðDmax1 � TA1Þ AP2;1 ¼ N2;1
c

ð1�aÞ�b�N � ðDmax2 � TA2Þ
Silver AP1;2 ¼ N1;2

c

a�ð1�bÞ�N � ðDmax1 � TA1Þ AP2;2 ¼ N2;2
c

ð1�aÞ�ð1�bÞ�N � ðDmax2 � TA2Þ

Table 5 Requirements of QoS.

User class Service class Delay budget Rate budget

Golden/Silver RT 100 ms 64 Kbps

Golden/Silver NRT 300 ms 128 Kbps
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5.1. Simulation setup

The proposed schemes have been modeled by developing an
NS-2 simulation. The intended simulation model is composed
of a single cell set up with an omni-directional antenna using

an SC-FDMA uplink based on the 3GPP LTE-A system
model. The total bandwidth considered is B = 20 MHz, subdi-
vided into 100 RBs of 12 sub-carriers. The simulation has, as a

matter of fact, four FIFO queues that hold the value of the
arrival time and drop time of each connection request. The
important simulation parameters are shown in Table 4.

Requests are generated in the system according to a Poisson
arrival process. The arrival rate of all types of users is assumed
to be the same, i.e., ki;j are equal for all i and j classes and the

service rate of all types of users is l, where li;j = l for all i and

j service and user types, respectively. The utilization rate is
given by k/l.

The traffic model configurations are given in Table 5. We
compare the performance of our proposed CAC’s algorithm

with a reference ARR-CAC (AlQahtani and Mahmoud, 2006).

5.2. Performance measures

It needs to be emphasized here that the focal rationale of using
the simulations is to evaluate the performance of the proposed
CAC schemes in terms of resource utilization, average delay

and total blocking probabilities of each traffic class. The
below-mentioned metrics were measured to quantify the per-
formance of the proposed system, to assess the performance

of the system through the use of different CAC schemes.

5.2.1. Total blocking probabilities

The total blocking probability (TBPk) of a type k request is the

probability that a type k request does not attempt to enter the
service. In fact, this probability is the sum of two probabilities:
the blocking probability and the time-out probability. The
Table 4 Simulation parameters.

Parameter Assumption

System bandwidth 20 MHz (100 PRBs, 180 kHz

per PRB)

TTI 1 ms

Number of RBs for data

transmission

96

Number of RBs for control

transmission

4

User arrival Poisson process

Connections duration Exponential 120 s

Queue size 10

a ratio 65%

b ratio 60%
blocking probability (BPk), of a type k request, is the probabil-
ity that a type k request is not able to be queued (i.e., is

blocked) when its queue is full. It can be defined as follows:

BPk ¼ Blk
ArK

where Blk is the total number of type k requests that blocked
and Ark is the total number of type k requests that have
arrived. The time-out probability (TPk) is the probability that

a queued (i.e., unblocked) type k request is deleted from its
queue when the mobile (users) exceeds its maximum waiting
time before getting a resource. It can be defined as follows:

TPk ¼ Drk
ArK

where Drk is the total number of a type k requests dropped and
Ark is the total number of type k requests that have arrived.
Therefore, the total blocking probability of a type k request

is the blocking probability plus the time out probability of
unblocked requests of the same type, and can be written as
follows:

TBPk ¼ TPk þ BPk
5.2.2. System utilization (U)

The system utilization can be defined as the ratio of the aver-
age number of total current cell occupied RBs ðNcÞ of interest
to the total number of RBs in one radio frame (N). So, the sys-
tem (cell) utilization can be expressed as:

U ¼ Nc

N

5.2.3. Average waiting time (W)

The average queuing time delay for the k request type, Wk, is

the average time a new arrival user (call) waits before it gets
service or it is blocked.

Wk ¼ Rwaiting time of request k

total # of arrived request k
5.3. Results and discussion

We are going to compare the performance of the proposed
schemes with ARR-CAC (Andrews et al., 2010; AlQahtani,
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Figure 5 TBP of RT versus total offered traffic loads.
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Figure 7 Utilization of RT versus total offered traffic loads.
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2014) under the same conditions in terms of system utilization
and other QoS metrics, such as TBP and resource utilization,
for RT and NRT. In the case of fixing channel holding times

for all users, the increase in request arrival rates (i.e., offered
traffic loads) corresponds to the increase in traffic intensity.
Consequently, most of the performance measures are plotted

against the total offered load measured in Erlang (Erl.). To
study the full impact and importance of the comparisons made
in the following sections, and to arrive at the results thereof, a

number of scenarios are studied.
To start with, it is very important to investigate and evalu-

ate the general behavior of the proposed scheme and to com-
pare it with the previous scheme. The second situation to

study, compare and explicate is the proposed scheme’s behav-
ior in terms of QoS provision and TBP for different system
configurations. For the third scenario, a study has to be made

with respect to the effect of the importance ratios (a and b) in
the case of UC-ARR and DA–UC-ARR. What is important in
relation to the study of all three scenarios is that it helps us to

study and consider a wide range of offered traffic from a low
value of 20 Erlangs to a larger value of 240 Erlangs, rather
than to consider a light load. This comprehensive study of

the scenarios is undertaken to capture the behavior of the pro-
posed systems in all traffic load conditions (i.e., at low, moder-
ate and high traffic loads), especially in the cases using the
queuing techniques.

5.3.1. Performance comparisons of ARR-CAC and UC-ARR

Using the parameters in Tables 4 and 5 unless specified other-

wise, the performance comparison of ARR-CAC (AlQahtani
and Mahmoud, 2006; Andrews et al., 2010; AlQahtani, 2014)
and the proposed UC-ARR is investigated. Using the a and
b parameter values shown in Table 4, the Golden users are

of the highest priority and Silver users have the lowest priority.
The priority of each user category and its virtual resource par-
tition are adaptively adjusted by applying the UC-ARR for-

mula shown in (12). The performance measures of each user
and traffic class are shown as a function of total system traffic
loads. The comparisons between these two schemes in terms of

TBP and total system utilization for RT and NRT services ver-
sus traffic loads are shown in Figs. 5–8.

The behavior of Golden and Silver users using the normal
ARR-CAC scheme (AlQahtani and Mahmoud, 2006;

Andrews et al., 2010; AlQahtani, 2014) is exact because the
scheme differentiates only between traffic classes and there is
no differentiation between users’ categories. When we pay

attention to the performance observation of the comparison
between the previous scheme and the proposed scheme, as
shown in Figs. 5–8, we discover that for low to moderate loads

(<100 Erl.), there is no difference between the schemes’ results
because of resource availability. However, at heavy loads, the
users’ categorization criteria protect user types from each other

by applying the AP formula (12), which results in preventing
the Golden user high load from starving the other class
(i.e., Silver users), and driving their QoS performance down
in both traffic classes. In addition to that, the results of UC-

ARR are found to be quite optimistic and clearly indicate that
high priority user classes have lower call blocking probability
when compared to lower priority user categories because of

virtual resource reservation of each user’s category that were
predefined, as shown above in (7–11). The UC-ARR provides
the pleasure of high priority users (Golden) in terms of low
TBP and high resource utilizations, generating at the same
time more revenue to network service providers.

From an overall system utilization point of view, all three
schemes provide the best system utilizations as shown in
Fig. 9. This is because of applying the complete sharing con-

cept in an adaptive way by all three schemes. However, the
resource distributions between all connection types based on
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their priority and QoS can be provided in an adequate way by

using the proposed schemes.

5.3.2. Performance study of the proposed schemes

In this section, we study the performance of the proposed
schemes for different configurations. First, we compare the
performance of UC-ARR and DA–UC-ARR using the param-
eters shown in Tables 4 and 5, where we study the effect of

applying the delayed awareness in (13). Second, we investigate
the proposed schemes’ performance at different configurations
using different values of a and b.

The performance measures of each user’s traffic classes are
shown as a function of total system traffic loads. In this con-
text, we also observe and examine the comparisons between

DA–UC-ARR and the UC-ARR. The results for TBP, utiliza-
tions and average delay of RT and NRT services versus traffic
loads are shown in Figs. 10–14. The performance of Golden
and Silver users using both proposed schemes are compared.

As an observation, for low to moderate loads (<100 Erl.),
there is no effect by adding the delay aware factor. However,
at high system loads, the lower priority users’ category and

lower traffic class will experience a higher value of TAi waiting
for services due to resource unavailability. Depending on the
maximum tolerance delay, Dmaxi, of each traffic class, the

AP value of each traffic class decreases as the value of
ðDmaxi � TAiÞ decreases. In general, when any user starts hav-
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Figure 9 Total system utilization versus total offered traffic

loads.
ing less AP value, its priority increases and it will be given bet-
ter treatment, as shown in (13), which will result in better TBP
and better average delay.

Figs. 10, 11 and 14 show that the TBP and average delay of
Golden users’ traffic are always better than the TBP and aver-
age delay of Silver users’ traffic using both schemes. However,

the DA–UC-ARR scheme provides fair and better treatment
for Silver users’ traffic (S-RT and S-NRT) compared to the
UC-ARR scheme. Therefore, the DA–UC-ARR prevents the

Silver users from being overwhelmed by Golden users and at
the same time guarantees the higher performance (lower TBP
and average delay) for Golden users. In addition and as
expected, when we decrease the TBP of Silver users’ traffic,

its resource utilization will increase, as shown in Figs. 11 and
12. This implies that adding the maximum delay tolerance fac-
tor, ðDmaxi � TAiÞ; plays an additional role in improving TBP

and average delay as well as the satisfaction of the QoS
requirements for Silver users and prevents the Silver users’
traffic from being overwhelmed by higher priority Golden traf-

fic. As more explanation, as the latency, TAi; of users’ traffic

approaches its maximum delay, Dmaxi, the value of

ðDmaxi � TAiÞ will become very small and will result in a very
low AP value, which will increase its service priority.
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Figure 11 TBP of NRT versus total offered traffic loads.
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The enhancements provided for Silver users by the
DA–UC-ARR scheme will be at the expense of lowering the

performances of Golden users’ services, as shown in Figs. 10,
12 and 14. However, this improvement does not lower the per-
formance measures of Golden users below the Silver users’ per-
formance; the performance measures of Golden users’ traffic is
still better than that of Silver users’ traffic using both schemes.

Therefore, from Figs. 10–14, we can conclude that the pro-
posed DA–UC-AAR algorithm is adequate to provide good
performance for both user categories as well as the satisfaction

of the QoS requirements in terms of maximum delay in an
adaptive and balanced way. The level of improvement for each
user can be adjusted well using the appropriate configurations

of each users category traffic in terms of maximum delay,
Dmaxi, and the right ratio value in terms of a and b.

In fact, the parameter values chosen for both importance
factors (a and b) and Dmaxi will play the major role in provid-

ing performance results required by each users’ services. To
investigate this issue more, we compared the impact of chang-
ing the importance ratio Alpha (a) in both DA–UC-ARR and

UC-ARR. In this investigation the a ratio was adjusted to give
one user category better treatment than the other. The param-
eters in Table 4 and Table 5 are used unless otherwise specified.

The TBP for each user’s category class is shown when a has
been assigned the values of 20%, 50% and 80%. The TBP
of any user’s category traffic class is measured as the number

of blocked or dropped connection requests of that user’s traffic
class over the total number of connection requests of that
user’s traffic class. Figs. 15 and 16 show the TBP of the
G-RT and S-NRT connection requests, respectively, as a func-

tion of the offered load at different alpha (a) ratio. The other
users’ category traffic classes behave in a similar way.

From these figures we can observe the following main find-

ings. The TBP of all users’ category traffic using both schemes
increases as the traffic load increases, which is intuitive. How-
ever, the status of the TBP of each user’s traffic class depends

on the effect of the alpha (a) ratio when calculating the AP
(12), (13). Based on the AP equations shown in Tables 1 and
2 for both schemes, it is clear that when the alpha (a) ratio
increases, the AP value of RT traffic decreases while the AP
value of NRT traffic increases. As the AP of any user’s traffic
class decreases, the service priority of that traffic class
increases, and hence its TBP decreases and vice versa. How-

ever, the DA–UC-AAR scheme performs better than UC-
AAR in the case of RT traffic at the expense of lowering the
performance (Higher TBP) of NRT services at low to medium
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alpha (a) ratio. At high alpha (a) ratios, the DA–UC-AAR
scheme performs better than UC-AAR in the case of NRT
traffic at expense of lowering the performance (Higher TBP)

of RT services, but this lowering does not drop below that
of NRT; the RT TBP is still better than that of NRT.
Therefore, in all cases, the DA–UC-AAR scheme achieves bet-

ter TBP for RT services compared to NRT by adding the max-
imum tolerance delay effects to the AP factor in (12), (13).
Because RT has lower maximum delay than NRT, as RT

approaches its maximum delay, the AP value decreases, and
this will result in better TBP. However, when we have a very
high alpha (a) ratio, it becomes the dominant factor in decreas-
ing the AP value and the effect of the delay aware factor is neg-

ligible. Figs. 15 and 16 compare the TBP of G-RT and S-NRT
connection requests, respectively, as a function of the offered
load at different alpha (a) ratios for both schemes. The perfor-

mance is similar to what we explained because the alpha (a)
ratio affects the AP value in a similar way.

Overall, an interesting observation is that the AD–UC-

AAR performance gain is better than the UC-AAR scheme
for sensitive delay services. Reducing the time-out probability
reduces the TBP and makes the network efficient in terms of
providing optimized QoS. Therefore, at high system load,

the delay factor will prevent the traffic classes of each Golden
and Silver user from adversely affecting each other while keep-
ing the best performance for Golden users. Finally, based on

these observations, we can safely conclude that DA–UC-
ARR can be used to prevent the delay insensitive service class
high load from starving the RT service class when the Beta or

Alpha ratio has a sharp decline without disturbing the overall
system utilization. In addition, both schemes prevent the Silver
users’ high traffic from starving the traffic of Golden users.

The DA–UC-ARR succeeds in providing an adequate and
good performance that balances between the high priority of
Golden users and the maximum delay tolerance of different
traffic.

6. Conclusion

In this paper, we propose an efficient resource allocation

scheme named ‘‘delay aware user classification and adaptive
resource reservation-based call admission control (DA–UC-
ARR)” that aims at allocating RBs adaptively based on the

users’ category level and the agreed-upon QoS required by
the users’ traffic services in terms of maximum delay. In this
proposed scheme, the users’ requests are classified into Golden
users’ requests and Silver users’ requests, and the type of ser-

vices per user are classified as real time (RT) and non-real time
(NRT). Its performance is compared with previous resource
allocation, referred to as the adaptive resource reservation-

based call admission control (ARR-CAC) (Andrews et al.,
2010; AlQahtani, 2014). Simulation results indicate the superi-
ority of the proposed scheme because it is able to achieve a bet-

ter balance between system utilization, users’ privileges
provided by network operators and QoS provisioning com-
pared to the ARR-CAC scheme. These performance results
verify the considerable improvement that can be achieved by

the integration of user and traffic classifications in the call
admission control process in LTE-A networks. The proposed
scheme allows the mobile operators to control the quality spac-

ing between users based predefined fixed features (Golden Or
Silver) independent of traffic class which may not be desirable
when the operators have roaming users, or when the operators

have no such user categorizations strategy or when the mini-
mum QoS guarantees of the users are not being met.

Benefiting from the fixed user classification predefined by

the operator, the computational complexity of the proposed
scheme is less than that of the conventional resource alloca-
tion algorithm. Furthermore, the system throughput of the
proposed scheme is close to that of the optimal method

(open sharing with dynamic priority) when the traffic inten-
sity is larger, but the computational complexity of the pro-
posed scheme will be much less than that of the optimal

solution. Therefore, the proposed scheme can reach through-
put maximization and QoS satisfaction with a lower compu-
tational complexity.
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