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Chapter 16
Research on Validity Theory and Practice 
at ETS

Michael Kane and Brent Bridgeman

Educational Testing Service (ETS) was founded with a dual mission: to provide 
high-quality testing programs that would enhance educational decisions and to 
improve the theory and practice of testing in education through research and devel-
opment (Bennett 2005; Educational Testing Service 1992). Since its inception in 
1947, ETS has consistently evaluated its testing programs to help ensure that they 
meet high standards of technical and operational quality, and where new theory and 
new methods were called for, ETS researchers made major contributions to the 
conceptual frameworks and methodology.

This chapter reviews ETS’s contributions to validity theory and practice at vari-
ous levels of generality, including overarching frameworks (Messick 1988, 1989), 
more targeted models for issues such as fairness, and particular analytic methodolo-
gies (e.g., reliability, equating, differential item functioning). The emphasis will be 
on contributions to the theory of validity and, secondarily, on the practice of valida-
tion rather than on specific methodologies.

16.1  Validity Theory

General conceptions of validity grew out of basic concerns about the accuracy of 
score meanings and the appropriateness of score uses (Kelley 1927), and they have 
necessarily evolved over time as test score uses have expanded, as proposed inter-
pretations have been extended and refined, and as the methodology of testing has 
become more sophisticated.
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In the first edition of Educational Measurement (Lindquist 1951), which was 
released just after ETS was founded, Cureton began the chapter on validity by sug-
gesting that “the essential question of test validity is how well a test does the job it 
is employed to do” (Cureton 1951, p. 621) and went on to say that

validity has two aspects, which may be termed relevance and reliability. … To be valid—
that is to serve its purpose adequately—a test must measure something with reasonably 
high reliability, and that something must be fairly closely related to the function it is used 
to measure. (p. 622)

In the late 1940s and early 1950s, tests tended to be employed to serve two kinds of 
purposes: providing an indication of the test taker’s standing on some attribute (e.g., 
cognitive ability, personality traits, academic achievement) and predicting future 
performance in some context.

Given ETS’s mission (Bennett, Chap. 1, this volume) and the then current con-
ception of validity (Cureton 1951), it is not surprising that much of the early work 
on validity at ETS was applied rather than theoretical; it focused on the develop-
ment of measures of traits thought to be relevant to academic success and on the use 
of these measures to predict future academic performance. For example, the second 
Research Bulletin published at ETS (i.e., Frederiksen 1948) focused on the predic-
tion of first-year grades at a particular college.

This kind of applied research designed to support and evaluate particular testing 
programs continues to be an essential activity at ETS, but over the years, these 
applied research projects have also generated basic questions about the interpreta-
tions of test scores, the statistical methodology used in test development and evalu-
ation, the scaling and equating of scores, the variables to be used in prediction, 
structural models relating current performance to future outcomes, and appropriate 
uses of test scores in various contexts and with various populations. In seeking 
answers to these questions, ETS researchers contributed to the theory and practice 
of educational measurement by developing general frameworks for validation and 
related methodological developments that support validation.

As noted earlier, at the time ETS was founded, the available validity models for 
testing programs emphasized score interpretations in terms of traits and the use of 
scores as predictors of future outcomes, but over the last seven decades, the concept 
of validity has expanded. The next section reviews ETS’s contributions to the devel-
opment and validation of trait interpretations, and the following section reviews 
ETS’s contributions to models for the prediction of intended “criterion” outcomes. 
The fourth describes ETS’s contributions to our conceptions and analyses of fair-
ness in testing. The fifth section traces the development of Messick’s comprehen-
sive, unified model of construct validity, a particularly important contribution to the 
theory of validity. The sixth section describes ETS’s development of argument- 
based approaches to validation. A seventh section, on validity research at ETS, 
focuses on the development of methods for the more effective interpretation and 
communication of test scores and for the control of extraneous variance. The penul-
timate section discusses fairness as a core validity concern. The last section pro-
vides some concluding comments.
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This organization is basically thematic, with each section examining ETS’s con-
tributions to the development of aspects of validity theory, but it is also roughly 
chronological. The strands of the story (trait interpretations, prediction, construct 
interpretations, models for fairness, Messick’s unified model of construct validity, 
models for the role of consequences of testing, and the development of better meth-
ods for encouraging clear interpretations and appropriate uses of test scores) overlap 
greatly, developed at different rates during different periods, and occasionally 
folded back on themselves, but there was also a gradual progression from simpler 
and more intuitive models for validity to more complex and comprehensive models, 
and the main sections in this chapter reflect this progression. 

As noted, most of the early work on validity focused on trait interpretations and 
the prediction of desired outcomes. The construct validity model was proposed in 
the mid-1950s (Cronbach and Meehl 1955), but it took a while for this model to 
catch on. Fairness became a major research focus in the 1970s. In the 1970s and 
1980s, Messick developed his unified framework for the construct validity of score 
interpretations and uses, and the argument-based approaches were developed at the 
turn of the century. 

It might seem appropriate to begin this chapter by defining the term validity, but 
as in any area of inquiry (and perhaps more so than in many other areas of inquiry), 
the major developments in validity theory have involved changes in what the term 
means and how it is used. The definition of validity has been and continues to be a 
work in progress. Broadly speaking, validation has always involved an evaluation of 
the proposed interpretations and uses of test scores (Cronbach 1971; Kane 2006, 
2013a; Messick 1989), but both the range of proposed interpretations and the evalu-
ative criteria have gradually expanded.

16.2  Validity of Trait Interpretations

For most of its history from the late nineteenth century to the present, test theory has 
tended to focus on traits, which were defined in terms of dispositions to behave or 
perform in certain ways in response to certain kinds of stimuli or tasks, in certain 
kinds of contexts. Traits were assumed to be personal characteristics with some 
generality (e.g., over some domain of tasks, contexts, occasions). In the late 1940s 
and early 1950s, this kind of trait interpretation was being applied to abilities, skills, 
aptitudes, and various kinds of achievement as well as to psychological traits as 
such. Trait interpretations provided the framework for test development and, along 
with predictive inferences, for the interpretation of test scores (Gulliksen 1950a). As 
theory and methodology developed, trait interpretations tended to become more 
sophisticated in their conceptualizations and in the methods used to estimate the 
traits. As a result, trait interpretations have come to overlap with construct interpre-
tations (which can have more theoretical interpretations), but in this section, we 
limit ourselves to basic trait interpretations, which involve dispositions to perform 
in some way in response to tasks of some kind.
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Cureton (1951) summarized the theoretical framework for this kind of trait 
interpretation:

When the item scores of a set of test-item performances correlate substantially and more or 
less uniformly with one another, the sum of the item scores (the summary score or test 
score) has been termed a quasi-measurement. It is a quasi-measurement of “whatever,” in 
the reaction-systems of the individuals, is invoked in common by the test items as presented 
in the test situation. This “whatever” may be termed a “trait.” The existence of the trait is 
demonstrated by the fact that the item scores possess some considerable degree of homoge-
neity; that is, they measure in some substantial degree the same thing. We term this “thing” 
the “trait.” (pp. 647–648)

These traits can vary in their content (e.g., achievement in geography vs. anxiety), 
in their generality (e.g., mechanical aptitude vs. general intelligence), and in the 
extent to which they are context or population bound, but they share three character-
istics (Campbell 1960; Cureton 1951). First, they are basically defined in terms of 
some relatively specific domain of performance or behavior (with some domains 
broader than others). Second, the performances or behaviors are assumed to reflect 
some characteristic of individuals, but the nature of this characteristic is not speci-
fied in any detail, and as a result, the interpretation of the trait relies heavily on the 
domain definition. Third, traits are assumed to be enduring characteristics of indi-
viduals, with some more changeable (e.g., achievement in some academic subject) 
than others (e.g., aptitudes, personality).

Note that the extent to which a trait is enduring is context dependent. Levels of 
achievement in an academic subject such as geography would be expected to 
increase while a student is studying the subject and then to remain stable or gradu-
ally decline thereafter. A personality trait such as conscientiousness is likely to be 
more enduring, but even the most stable traits can change over time.

An understanding of the trait (rudimentary as it might be) indicates the kinds of 
tasks or stimuli that could provide information about it. The test items are designed 
to reflect the trait, and to the extent possible nothing else, and differences in test 
scores are assumed to reflect mainly differences in level of the trait.

The general notion of a trait as a (somewhat) enduring characteristic of a person 
that is reflected in certain kinds of behavior in certain contexts is a basic building 
block of “folk psychology,” and as such, it is ancient (e.g., Solomon was wise, and 
Caesar was said to be ambitious). As they have been developed to make sense of 
human behavior over the last century and a half, modern theories of psychology 
have made extensive use of a wide variety of traits (from introversion to mathemati-
cal aptitude) to explain human behavior. As Messick (1989) put it, “a trait is a rela-
tively enduring characteristic of a person—an attribute, process, or disposition—which 
is consistently manifested to an appropriate degree when relevant, despite consider-
able variation in the range of settings and circumstances” (p. 15). Modern test the-
ory grew out of efforts to characterize individuals in terms of traits, and essentially 
all psychometric theories (including classical test theory, generalizability theory, 
factor analysis, and item response theory) involve the estimation of traits of one 
kind or another.
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From a psychological point of view, the notion of a trait suggests a persistent 
characteristic of a person that is prior to and independent of any testing program. 
The trait summarizes (and, in that sense, accounts for) performance or behavior. The 
trait is not synonymous with any statistical parameter, and it is reasonable to ask 
whether a parameter estimate based on a particular sample of behavior is an unbi-
ased estimate of the trait of interest. Assuming that the estimate is unbiased, it is also 
reasonable to ask how precise the estimate is. An assessment of the trait may involve 
observing a limited range of performances or behaviors in a standardized context 
and format, but the trait is interpreted in terms of a tendency or disposition to behave 
in some way or an ability to perform some kinds of tasks in a range of test and non-
test contexts. The trait interpretation therefore entails expectations that assessments 
of the trait using different methods should agree with each other, and assessments of 
different traits using common methods should not agree too closely (Campbell 
1960; Campbell and Fiske 1959).

Traits have two complementary aspects. On one hand, a trait is thought of as an 
unobservable characteristic of a person, as some latent attribute or combination of 
such attributes of the person. However, when asked to say what is meant by a trait, 
the response tends to be in terms of some domain of observable behavior or perfor-
mance. Thus traits are thought of as unobservable attributes and in terms of typical 
performance over some domain. Most of the work described in this section focuses 
on traits as dispositions to behave in certain ways. In a later section, we will focus 
more on traits as theoretical constructs that are related to domains of behavior or 
performance but that are defined in terms of their properties as underlying latent 
attributes or constructs.

16.2.1  ETS’s Contributions to Validity Theory for Traits

Trait interpretations of test scores go back at least to the late nineteenth century and 
therefore predate both the use of the term validity and the creation of ETS. However 
ETS researchers made many contributions to theoretical frameworks and specific 
methodology for the validation of trait interpretations, including contributions to 
classical test theory (including reliability theory, standard errors, and confidence 
intervals), item response theory, equating, factor analysis, scaling, and methods for 
controlling trait-irrelevant variance. The remainder of this section concentrates on 
ETS’s contributions to the development of these methodologies, all of which seek 
to control threats to validity.

ETS researchers have been involved in analyzing and measuring a wide variety 
of traits over ETS’s history (Stricker, Chap. 13, this volume), including acquies-
cence (Messick 1965, 1967), authoritarian attitudes (Messick and Jackson 1958), 
emotional intelligence (Roberts et  al. 2008), cognitive structure (Carroll 1974), 
response styles (Jackson and Messick 1961; Messick 1991), risk taking (Myers 
1965), and social intelligence (Stricker and Rock 1990), as well as various kinds of 
aptitudes and achievement. ETS researchers have also made major contributions to 
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the methodology for evaluating the assumptions inherent in trait interpretations and 
in ruling out factors that might interfere with the intended trait interpretations, par-
ticularly in classical test theory (Lord and Novick 1968), theory related to the sam-
pling of target domains (Frederiksen 1984), and item response theory (Lord 1951, 
1980).

16.2.2  Classical Test Theory and Reliability

Classical test theory (CTT) is based on trait interpretations, particularly on the 
notion of a trait score as the expected value over the domain of replications of a 
measurement procedure. The general notion is that the trait being measured remains 
invariant over replications of the testing procedure; the test scores may fluctuate to 
some extent over replications, but the value of the trait is invariant, and fluctuations 
in observed scores are treated as random errors of measurement. Gulliksen (1950b) 
used this notion as a starting point for his book, in which he summarized psycho-
metric theory in the late 1940s but used the term ability instead of trait:

It is assumed that the gross score has two components. One of these components (T) repre-
sents the actual ability of the person, a quantity that will be relatively stable from test to test 
as long as the tests are measuring the same thing. The other component (E) is an error. (p. 4)

Note that the true scores of CTT are expected values over replications of the testing 
procedure; they do not refer to an underlying, “real” value of the trait, which has 
been referred to as a platonic true score to differentiate it from the classical true 
score. Reliability coefficients were defined in terms of the ratio of true-score vari-
ance to observed-score variance, and the precision of the scores was evaluated in 
terms of the reliability or in terms of standard errors of measurement. Livingston 
(1972) extended the notion of reliability to cover the dependability of criterion- 
referenced decisions.

Evidence for the precision of test scores (e.g., standard errors, reliability) sup-
ports validity claims in at least three ways. First, some level of precision is neces-
sary for scores to be valid for any interpretation; that is, if the trait estimates have 
low reliability (i.e., they fluctuate substantially over replications), the only legiti-
mate interpretation of the scores is that they mostly represent error or “noise.” 
Second, the magnitude of the standard error can be considered part of the interpreta-
tion of the scores. For example, to say that a test taker has an estimated score of 60 
with a standard error of 2 is a much stronger claim than a statement that a test taker 
has an estimated score of 60 with a standard error of 20. Third, the relationships 
between the precision of test scores and the number and characteristics of the items 
in the test can be used to develop tests that are more reliable without sacrificing 
relevance, thereby improving validity.

Classical test theory was the state of the art in the late 1940s, and as ETS research-
ers developed and evaluated tests of various traits, they refined old methods and 
developed new methods within the context of the CTT model (Moses, Chaps. 2 and 
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3, this volume). The estimation of reliability and standard errors has been an  ongoing 
issue of fundamental importance (Horst 1951; Jöreskog 1971; Keats 1957; Kristof 
1962, 1970, 1974; Lord 1955; Novick and Lewis 1967; Tucker 1949). ETS’s efforts 
to identify the implications of various levels of reliability began soon after its incep-
tion and have continued since (Angoff 1953; Haberman 2008; Horst 1950a, b; 
Kristof 1971; Livingston and Lewis 1995; Lord 1956, 1957, 1959).

An important early contribution of ETS researchers to the classical model was 
the development of conditional standard errors (Keats 1957; Lord 1955, 1956) and 
of associated confidence intervals around true-score estimates (Gulliksen 1950b; 
Lord and Novick 1968; Lord and Stocking 1976). Putting a confidence interval 
around a true-score estimate helps to define and limit the inferences that can be 
based on the estimate; for example, a decision to assign a test taker to one of two 
categories can be made without much reservation if a highly conservative confi-
dence interval (e.g., 99%) for a test taker does not include the cutscore between the 
two categories (Livingston and Lewis 1995). Analyses of the reliability and correla-
tions of subscores can also provide guidance on whether it would be meaningful to 
report the subscores separately (Haberman 2008).

Evaluations of the precision of test scores serve an important quality-control 
function, and they can help to ensure an adequate level of precision in the test scores 
generated by the testing program (Novick and Thayer 1969). Early research estab-
lished the positive relationship between test length and reliability as well as the 
corresponding inverse relationship between test length and standard errors (Lord 
1956, 1959). That research tradition also yielded methods for maximizing the reli-
ability of composite measures (B.F. Green 1950).

One potentially large source of error in testing programs that employ multiple 
forms of a test (e.g., to promote security) is variability in content and statistical 
characteristics (particularly test difficulty) across different forms of the test, involv-
ing different samples of test items. Assuming that the scores from the different 
forms are to be interpreted and used interchangeably, it is clearly desirable that each 
test taker’s score be more or less invariant across the forms, but this ideal is not 
likely to be met exactly, even if the forms are developed from the same specifica-
tions. Statistical equating methods are designed to minimize the impact of form 
differences by adjusting for differences in operating characteristics across the forms. 
ETS researchers have made major contributions to the theory and practice of equat-
ing (Angoff 1971; Holland 2007; Holland and Dorans 2006; Holland and Rubin 
1982; Lord and Wingersky 1984; Petersen 2007; Petersen et  al. 1989; A.A. von 
Davier 2011; A.A. von Davier et al. 2004). In the absence of equating, form-to-form 
differences can introduce substantial errors, and equating procedures can reduce 
this source of error.

On a more general level, ETS researchers have played major roles in developing 
the CTT model and in putting it on firm foundations (Lord 1965; Novick 1965). In 
1968, Frederick Lord and Melvin Novick formalized and summarized most of what 
was known about the CTT model in their landmark book Statistical Theories of 
Mental Test Scores. They provided a very sophisticated statement of the classical 
test-theory model and extended it in many directions.
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16.2.3  Adequate Sampling of the Trait

Adequate sampling of the trait domain requires a clear definition of the domain, and 
ETS researchers have devoted a lot of attention to developing a clear understanding 
of various traits and of the kinds of performances associated with these traits (Ebel 
1962). For example, Dwyer et al. (2003) defined quantitative reasoning as “the abil-
ity to analyze quantitative information” (p. 13) and specified that its domain would 
be restricted to quantitative tasks that would be new to the student (i.e., would not 
require methods that the test takers had been taught). They suggested that quantita-
tive reasoning includes six more specific capabilities: (a) understanding quantitative 
information presented in various formats, (b) interpreting and drawing inferences 
from quantitative information, (c) solving novel quantitative problems, (d) checking 
the reasonableness of the results, (e) communicating quantitative information, and 
(f) recognizing the limitations of quantitative methods. The quantitative reasoning 
trait interpretation assumes that the tasks do not require specific knowledge that is 
not familiar to all test takers and, therefore, any impact that such knowledge has on 
the scores would be considered irrelevant variance.

As noted earlier, ETS has devoted a lot of attention to developing assessments 
that reflect traits of interest as fully as possible (Lawrence and Shea 2011). Much of 
this effort has been devoted to more adequately sampling the domains associated 
with the trait, and thereby reducing the differences between the test content and 
format and the broader domain associated with the trait (Bejar and Braun 1999; 
Frederiksen 1984). For example, the “in basket” test (Frederiksen et al. 1957) was 
designed to evaluate how well managers could handle realistic versions of manage-
ment tasks that required decision making, prioritizing, and delegating. Frederiksen 
(1959) also developed a test of creativity in which test takers were presented with 
descriptions of certain results and were asked to list as many hypotheses as they 
could to explain the results. Frederiksen had coauthored the chapter on performance 
assessment in the first edition of Educational Measurement (Ryans and Frederiksen 
1951) and consistently argued for the importance of focusing assessment on the 
kinds of performance that are of ultimate interest, particularly in a landmark article, 
“The Real Test Bias: Influences of Testing on Teaching and Learning” (Frederiksen 
1984). More recently, ETS researchers have been developing a performance-based 
program of Cognitively Based Assessment of, for, and as Learning (the CBAL® 
initiative) that elicits extended performances (Bennett 2010; Bennett and Gitomer 
2009). For CBAL, and more generally for educational assessments, positive changes 
in the traits are the goals of instruction and assessment, and therefore the traits being 
assessed are not expected to remain the same over extended periods.

The evidence-centered design (ECD) approach to test development, which is 
discussed more fully later, is intended to promote adequate sampling of the trait (or 
construct) by defining the trait well enough up front to get a good understanding of 
the kinds of behaviors or performance that would provide the evidence needed to 
draw conclusions about the trait (Mislevy et al. 1999, 2002). To the extent that the 
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testing program is carefully designed to reflect the trait of interest, it is more likely 
that the observed behaviors or performances will adequately achieve that end.

Based on early work by Lord (1961) on the estimation of norms by item sam-
pling, matrix sampling approaches, in which different sets of test tasks are taken by 
different subsamples of test takers, have been developed to enhance the representa-
tiveness of the sampled test performances for the trait of interest (Mazzeo et  al. 
2006; Messick et  al. 1983). Instead of drawing a single sample of tasks that are 
administered to all test takers, multiple samples of tasks are administered to differ-
ent subsamples of test takers. This approach allows for a more extensive sampling 
of content in a given amount of testing time. In addition, because it loosens the time 
constraints on testing, the matrix sampling approach allows for the use of a wider 
range of test tasks, including performance tasks that require substantial time to com-
plete. These matrix sampling designs have proven to be especially useful in large- 
scale monitoring programs like the National Assessment of Educational Progress 
(NAEP) and in various international testing programs (Beaton and Barone, Chap. 8, 
Kirsch et al. Chap. 9, this volume).

16.2.4  Factor Analysis

Although a test may be designed to reflect a particular trait, it is generally the case that 
the test scores will be influenced by many characteristics of the individuals taking the 
test (e.g., motivation, susceptibility to distractions, reading ability). To the extent that 
it is possible to control the impact of test-taker characteristics that are irrelevant to the 
trait of interest, it may be possible to interpret the assessment scores as relatively pure 
measures of that focal trait (French 1951a, b, 1954, 1963). More commonly, the 
assessment scores may also intentionally reflect a number of test- taker characteristics 
that, together, compose the trait. That is, broadly defined traits that are of practical 
interest may involve a number of more narrowly defined traits or factors that contrib-
ute to the test taker’s performance. For example, as noted earlier, Dwyer et al. (2003) 
defined the performance domain for quantitative reasoning in terms of six capabili-
ties, including understanding quantitative information, interpreting quantitative infor-
mation, solving quantitative problems, and estimating and checking answers for 
reasonableness. In addition, most trait measures require ancillary abilities (e.g., the 
ability to read) that are needed for effective performance in the assessment context.

In interpreting test scores, it is generally helpful to develop an understanding of 
how different characteristics are related to each other. Factor analysis models have 
been widely used to quantify the contributions of different underlying characteris-
tics, or “factors,” to assessment scores, and ETS researchers have played a major 
role in the development of various factor-analytic methods (Moses, Chaps. 2 and 3, 
this volume), in part because of their interest in developing a variety of cognitive 
and noncognitive measures (French 1951a, b, 1954).

Basic versions of exploratory factor analysis were in general use when ETS was 
formed, but ETS researchers contributed to the development and refinement of more 
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sophisticated versions of these methods (Browne 1968; B.F. Green 1952; Harman 
1967; Lord and Novick 1968; Tucker 1955). Exploratory factor analysis makes it 
possible to represent the relationships (e.g., correlations or covariances) among 
observed scores on a set of assessments in terms of a statistical model describing the 
relationships among a relatively small number of underlying dimensions, or factors. 
The factor models decompose the observed total scores on the tests into a linear 
combination of factor scores, and they provide quantitative estimates of the relative 
importance of the different factors in terms of the variance explained by the factor.

By focusing on the traits as latent dimensions or factors or as some composite of 
more basic latent factors, and by embedding these factors within a web of statistical 
relationships, exploratory factor analysis provided a rudimentary version of the kind 
of nomological networks envisioned by Cronbach and Meehl (1955). The utility of 
exploratory analyses for explicating appropriate interpretations of test scores was 
enhanced by an extended research program at ETS to develop sets of reference 
measures that focused on particular basic factors (Ekstrom et al. 1979; French 1954; 
French et al. 1963). By including the reference tests with a more broadly defined 
trait measure, it would be possible to evaluate the factor structure of the broadly 
defined trait in terms of the reference factors.

As in other areas of theory development, the work done on factor analysis by 
ETS researchers tended to grow out of and be motivated by concerns about the need 
to build assessments that reflected certain traits and to evaluate how well the assess-
ment actually reflected those traits. As a result, ETS’s research on exploratory factor 
analysis has involved a very fruitful combination of applied empirical studies of 
score interpretations and sophisticated theoretical modeling (Browne 1968; French 
1951a, b; Harman 1967; Lord and Novick 1968).

A major contribution to the theory and practice of validation that came out of 
research at ETS is confirmatory factor analysis (Jöreskog 1967, 1969; Jöreskog and 
Lawley 1967; Jöreskog and van Thillo 1972). As its name indicates, exploratory 
factor analysis does not propose strong constraints a priori; the analysis essentially 
partitions the observed-score variances by using statistical criteria to fit the model to 
the data. In a typical exploratory factor analysis, theorizing tends to occur after the 
analysis, as the resulting factor structure is used to suggest plausible interpretations 
for the factors. If reference factors are included in the analysis, they can help orient 
the interpretation.

In confirmatory factor analysis (CFA), a factor model is specified in advance by 
putting constraints on the factor structure, and the constrained model is fit to the 
data. The constraints imposed on the model are typically based on a priori theoreti-
cal assumptions, and the empirical data are used to check the hypotheses built into 
the models. As a result, CFAs can provide support for theory-based hypotheses or 
can result in refutations of some or all or the theoretical conjectures (Jöreskog 
1969). This CFA model was extended as the basis for structural equation modeling 
(Jöreskog and van Thillo 1972). To the extent that the constraints incorporate theo-
retical assumptions, CFAs go beyond simple trait interpretations into theory-based 
construct interpretations.

M. Kane and B. Bridgeman



499

CFA is very close in spirit and form to the nomological networks of Cronbach 
and Meehl (1955). In both cases, there are networks of hypothesized relationships 
between constructs (or latent variables), which are explicitly defined a priori and 
which may be extensive, and there are proposed measures of at least some of the 
constructs. Given specification of the network as a confirmatory factor model (and 
adequate data), the hypotheses inherent in the network can be checked by evaluating 
the fit of the model to the data. If the model fits, the substantive assumptions (about 
relationships between the constructs) in the model and the validity of the proposed 
measures of the constructs are both supported. If the model does not fit the data, 
either the substantive assumptions and/or the validity of the measures is likely to be 
questioned. As is the case in the classic formulation of the construct validity model 
(Cronbach and Meehl 1955), the substantive theory and the assessments are initially 
validated (or invalidated) holistically as a network of interrelated assumptions. If 
the constrained model fails to fit the data, the data can be examined to identify 
potential weaknesses in the network. In addition, the model fit can be compared to 
the fit of alternate models that make different (perhaps stronger or weaker) 
assumptions.

16.2.5  Latent Traits

Two major developments in test theory in the second half of the twentieth century 
(the construct validity model and latent trait theory) grew out of attempts to make 
the relationship between observed behaviors or performances and the relevant traits 
more explicit, and ETS researchers played major roles in both of these develop-
ments (see Carlson and von Davier, Chap. 5, this volume). Messick (1975, 1988, 
1989) elaborated the construct validity model of Cronbach and Meehl (1955), which 
sought to explicate the relationships between traits and observed assessment perfor-
mances through substantive theories that would relate trait scores to the constructs 
in a theory and to other trait scores attached to the theory. Item response theory 
(IRT) deployed measurement models to specify the relationships between test per-
formances and postulated latent traits and to provide statistical estimates of these 
traits (Lord 1951). Messick’s contributions to construct validity theory will be dis-
cussed in detail later in this chapter. In this section, we examine contributions to IRT 
and the implications of these developments for validity.

In their seminal work on test theory, Lord and Novick (1968) used trait language 
to distinguish true scores from errors:

Let us suppose that we repeatedly administer a given test to a subject and thus obtain a 
measurement each day for a number of days. Further, let us assume that with respect to the 
particular trait the test is designed to measure, the person does not change from day to day 
and that successive measurements are unaffected by previous measurements. Changes in 
the environment or the state of the person typically result in some day-to-day variation in 
the measurements which are obtained. We may view this variation as the result of errors of 
measurement of the underlying trait characterizing the individual, or we may view it as a 
representation of a real change in this trait. (pp. 27–28)
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In models for true scores, the true score captures the enduring component in the 
scores over repeated, independent testing, and the “random” fluctuations around 
this true score are relegated to error.

Lord and Novick (1968) also used the basic notion of a trait to introduce latent 
traits and item characteristic functions:

Any theory of latent traits supposes that an individual’s behavior can be accounted for, to a 
substantial degree, by defining certain human characteristics called traits, quantitatively 
estimating the individual’s standing on each of these traits, and then using the numerical 
values obtained to predict or explain performance in relevant situations. (p. 358)

Within the context of the statistical model, the latent trait accounts for the test per-
formances, real and possible, in conjunction with item or task parameters. The 
latent trait has model-specific meaning and a model-specific use; it captures the 
enduring contribution of the test taker’s “ability” to the probability of success over 
repeated, independent performances on different tasks.

Latent trait models have provided a richer and in some ways firmer foundation 
for trait interpretations than offered by classical test theory. One motivation for the 
development of latent trait models (Lord 1951) was the realization that number-
right scores and simple transformations of such scores would not generally yield the 
defining property of traits (i.e., invariance over measurement operations). The 
requirement that task performance data fit the model can also lead to a sharpening 
of the domain definition, and latent trait models can be helpful in controlling ran-
dom errors by facilitating the development of test forms with optimal statistical 
properties and the equating of scores across different forms of a test.

A model-based trait interpretation depends on empirical evidence that the statis-
tical model fits the data well enough; if it does, we can have confidence that the test 
scores reflect the trait conceived of as “whatever … is invoked in common by the 
test items” (Cureton 1951, p. 647). The application of a CTT or latent trait model to 
student responses to generate estimates of a true score or a latent trait does not in 
itself justify the interpretation of scores in terms of a construct that causes and 
explains the task performances, and it does not necessarily justify inferences to any 
nontest performance. A stronger interpretation in terms of a psychological trait that 
has implications beyond test scores requires additional evidence (Messick 1988, 
1989). We turn to such construct interpretations later in this chapter.

16.2.6  Controlling Irrelevant Variance

As is the case in many areas of inquiry, a kind of negative reasoning can play an 
important role in validation of trait interpretations. Tests are generally developed to 
yield a particular score interpretation and often a particular use, and the test devel-
opment efforts make a case for the interpretation and use (Mislevy et  al. 2002). 
Once this initial positive case has been made, it can be evaluated by subjecting it to 
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empirical challenge. We can have confidence in claims that have survived all serious 
challenges.

To the extent that an alternate proposal is as plausible, or more plausible, than a 
proposed trait interpretation, we cannot have much confidence in the intended inter-
pretation. This notion, which is a fundamental methodological precept in science 
(Popper 1965), underlies, for example, multitrait–multimethod analyses (D.  T. 
Campbell and Fiske 1959) and the assumption that reliability is a necessary condi-
tion for validity. As a result, to the extent that we can eliminate alternative interpre-
tations of test scores, the proposed interpretation becomes more plausible, and if we 
can eliminate all plausible rivals for a proposed trait interpretation, we can accept 
that interpretation (at least for the time being).

In most assessment contexts, the question is not whether an assessment measures 
the trait or some alternate variable but rather the extent to which the assessment 
measures the trait of interest and is not overly influenced by sources of irrelevant 
variance. In their efforts to develop measures of various traits, ETS researchers have 
examined many potential sources of irrelevant variance, including anxiety (French 
1962; Powers 1988, 2001), response styles (Damarin and Messick 1965), coaching 
(Messick 1981b, 1982a; Messick and Jungeblut 1981), and stereotype threat 
(Stricker 2008; Stricker and Bejar 2004; Stricker and Ward 2004). Messick (1975, 
1989) made the evaluation of plausible sources of irrelevant variance a cornerstone 
of validation, and he made the evaluation of construct-irrelevant variance and con-
struct underrepresentation central concerns in his unified model of validity.

It is, of course, desirable to neutralize potential sources of irrelevant variance 
before tests are administered operationally, and ETS has paid a lot of attention to the 
development and implementation of item analysis methodology, classical and IRT- 
based, designed to minimize irrelevant variance associated with systematic errors 
and random errors. ETS has played a particularly important role in the development 
of methods for the detection of differential item functioning (DIF), in which par-
ticular items operate inconsistently across groups of test takers while controlling for 
ability and thereby introduce systematic differences that may not reflect real differ-
ences in the trait of interest (Dorans, Chap. 7, this volume, 1989, 2004; Dorans and 
Holland 1993; Holland and Wainer 1993; Zieky 1993, 2011).

Trait interpretations continue to play a major role in the interpretation and valida-
tion of test scores (Mislevy 2009). As discussed earlier, trait interpretations are 
closely tied to domains of possible test performances, and these domains provide 
guidance for the development of assessment procedures that are likely to support 
their intended function. In addition, trait interpretations can be combined with sub-
stantive assumptions about the trait and the trait’s relationships to other variables, 
thus going beyond the basic trait interpretation in terms of a domain of behaviors or 
performances to an interpretation of a theoretical construct (Messick 1989; Mislevy 
et al. 2002).
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16.3  Validity of Score-Based Predictions

Between 1920 and 1950, test scores came to be used to predict future outcomes and 
to estimate concurrent criteria that were of practical interest but were not easily 
observed, and the validity of such criterion-based interpretations came to be evalu-
ated mainly in terms of how well the test scores predicted the criterion (Angoff 
1988; Cronbach 1971; Kane 2012; Messick 1988, 1989; Zwick 2006). In the first 
edition of Educational Measurement, which was written as ETS was being founded, 
Cureton (1951) associated validity with “the correlation between the actual test 
scores and the ‘true’ criterion score” (p. 623), which would be estimated by the cor-
relation between the test scores and the criterion scores, with an adjustment for 
unreliability in the criterion.

The criterion variable of interest was assumed to have a definite value for each 
person, which was reflected by the criterion measure, and the test scores were to 
“predict” these values as accurately as possible (Gulliksen 1950b). Given this inter-
pretation of the test scores as stand-ins for the true criterion measure, it was natural 
to evaluate validity in terms of the correlation between test scores and criterion 
scores:

Reliability has been regarded as the correlation of a given test with a parallel form. 
Correspondingly, the validity of a test is the correlation of the test with some criterion. In 
this sense a test has a great many different “validities.” (Gulliksen 1950b, p. 88)

The criterion scores might be obtained at about the same time as the test scores 
(“concurrent validity”), or they might be a measure of future performance (e.g., on 
the job, in college), which was not available at the time of testing (“predictive valid-
ity”). If a good criterion were available, the criterion model could provide simple 
and elegant estimates of the extent to which scores could be used to estimate or 
predict criterion scores (Cureton 1951; Gulliksen 1950b; Lord and Novick 1968). 
For admissions, placement, and employment, the criterion model is still an essential 
source of validity evidence. In these applications, criterion-related inferences are 
core elements in the proposed interpretations and uses of the test scores. Once the 
criterion is specified and appropriate data are collected, a criterion-based validity 
coefficient can be estimated in a straightforward way.

As noted earlier, the criterion model was well developed and widely deployed by 
the late 1940s, when ETS was founded (Gulliksen 1950b). Work at ETS contributed 
to the further development of these models in two important ways: by improving the 
accuracy and generality of the statistical models and frameworks used to estimate 
various criteria (N. Burton and Wang 2005; Moses, Chaps. 2 and 3, this volume) and 
by embedding the criterion model in a more comprehensive analysis of the plausi-
bility of the proposed interpretation and use of test scores (Messick 1981a, 1989). 
The criterion model can be implemented more or less mechanically once the crite-
rion has been defined, but the specification of the criterion typically involves value 
judgments and a consideration of consequences (Messick 1989).

Much of the early research at ETS addressed the practical issues of developing 
testing programs and criterion-related validity evidence, but from the beginning, 
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researchers were also tackling more general questions about the effective use of 
standardized tests in education. The criterion of interest was viewed as a measure of 
a trait, and the test was conceived of as a measure of another trait that was related to 
the criterion trait, as an aptitude is related to subsequent achievement. As discussed 
more fully in a later section, ETS researchers conducted extensive research on the 
factors that tend to have an impact on the correlations of predictors (particularly 
SAT® scores) with criteria (e.g., first-year college grades), which served as measures 
of academic achievement (Willingham et al. 1990).

In the 1940s and 1950s, there was a strong interest in measuring both cognitive 
and noncognitive traits (French 1948). One major outcome of this extensive research 
program was the finding that cognitive measures (test scores, grades) provided 
fairly accurate predictions of performance in institutions of higher education and 
that the wide range of noncognitive measures that were evaluated did not add much 
to the accuracy of the predictions (Willingham et al. 1990).

As noted by Zwick (2006), the validity of tests for selection has been judged 
largely in terms of how well the test scores can predict some later criterion of inter-
est. This made sense in 1950, and it continues to make sense into the twenty-first 
century. The basic role of criterion-related validity evidence in evaluating the accu-
racy of such predictions continues to be important for the validity of any interpreta-
tion or use that relies on predictions of future performance (Kane 2013a), but these 
paradigm cases of prediction now tend to be evaluated in a broader theoretical con-
text (Messick 1989) and from a broader set of perspectives (Dorans 2012; Holland 
1994; Kane 2013b). In this broader context, the accuracy of predictions continues to 
be important, but concerns about fairness and utility are getting more attention than 
they got before the 1970s.

16.4  Validity and Fairness

Before the 1950s, the fairness of testing programs tended to be evaluated mainly in 
terms of equivalent or comparable treatment of test takers. This kind of procedural 
fairness was supported by standardizing test administration, materials, scoring, and 
conditions of observation, as a way of eliminating favoritism or bias; this approach 
is illustrated in the civil service testing programs, in licensure programs, and in 
standardized educational tests (Porter 2003). It is also the standard definition of fair-
ness in sporting events and other competitions and is often discussed in terms of 
candidates competing on “a level playing field.” Before the 1950s, this very basic 
notion of fairness in testing programs was evaluated mainly at the individual level; 
each test taker was to be treated in the same way, or if some adjustment were neces-
sary (e.g., due to a candidate’s disability or a logistical issue), as consistently as 
possible. In the 1950s, 1960s, and 1970s, the civil rights movement, legislation, and 
litigation raised a broader set of fairness issues, particularly issues of fair treatment 
of groups that had suffered discrimination in the past (Cole and Moss 1989; 
Willingham 1999).
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With respect to the treatment of groups, concerns about fairness and equal oppor-
tunity prior to this period did exist but were far more narrowly defined. One of the 
goals of James Conant and others in promoting the use of the Scholastic Aptitude 
Test was to expand the pool of students admitted to major universities by giving all 
high school students an opportunity to be evaluated in terms of their aptitude and 
not just in terms of the schools they attended or the curriculum that they had expe-
rienced. As president of Harvard in the 1930s, Conant found that most of Harvard’s 
students were drawn from a small set of elite prep schools and that the College 
Board examinations, as they then existed, evaluated mastery of prep school curri-
cula (Bennett, Chap. 1, this volume): “For Conant, Harvard admission was being 
based largely on ability to pay. If a student could not afford to attend prep school, 
that student was not going to do well on the College Boards, and wasn’t coming to 
Harvard” (p. 5). In 1947, when ETS was founded, standardized tests were seen as a 
potentially important tool for improving fairness in college admissions and other 
contexts, at least for students from diverse economic backgrounds. The broader 
issues of adverse impact and fairness as they related to members of ethnic, racial, 
and gender groups had not yet come into focus.

Those broader issues of racial, ethnic, and gender fairness and bias moved to 
center stage in the 1960s:

Hard as it now may be to imagine, measurement specialists more or less discovered group- 
based test fairness as a major issue only some 30 years ago. Certainly, prior to that time, 
there was discussion of the cultural fairness of a test and its appropriateness for some exam-
inees, but it was the Civil Rights movement in the 1960s that gave social identity and politi-
cal dimension to the topic. That was the period when hard questions were first asked as to 
whether the egalitarian belief in testing was justified in the face of observed subgroup dif-
ferences in test performance. The public and test specialists alike asked whether tests were 
inherently biased against some groups, particularly Black and Hispanic examinees. 
(Willingham 1999, p. 214)

As our conceptions of fairness and bias in testing expanded between the 1960s and 
the present, ETS played a major role in defining the broader notions of fairness and 
bias in testing. ETS researchers developed frameworks for evaluating fairness 
issues, and they developed and implemented methodology to control bias and pro-
mote fairness. These frameworks recognized the value of consistent treatment of 
individual test takers, but they focused on a more general conception of equitable 
treatment of individuals and groups (J. Campbell 1964; Anne Cleary 1968; Cleary 
and Hilton 1966; Cole 1973; Cole and Moss 1989; Dorans, Chap. 7, this volume; 
Frederiksen 1984; Linn 1973, 1975, 1976; Linn and Werts 1971; Messick 1975, 
1980, 1989; Wild and Dwyer 1980; Willingham and Cole 1997; Xi 2010).
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16.4.1  Fairness and Bias

Although the terms fairness and bias can be interpreted as covering roughly the 
same ground, with fairness being defined as the absence of bias, fairness often 
reflects a broader set of issues, including the larger issues of social equity. In con-
trast, bias may be given a narrower and more technical interpretation in terms of 
irrelevant factors that distort the interpretation of test scores:

The word fairness suggests fairness that comes from impartiality, lacking in prejudice or 
favoritism. This implies that a fair test is comparable from person to person and group to 
group. Comparable in what respect? The most reasonable answer is validity, since validity 
is the raison d’etre of the entire assessment enterprise. (Willingham 1999, p. 220)

In its broadest uses, fairness tends to be viewed as an ethical and social issue con-
cerned with “the justice and impartiality inherent in actions” (Willingham 1999, 
p.  221). Bias, conversely, is often employed as a technical concept, akin to the 
notion of bias in the estimation of a statistical parameter. For example, Cole and 
Moss (1989) defined bias as the “differential validity of a particular interpretation of 
a test score for any definable, relevant group of test takers” (p. 205).

Standardized testing programs are designed to treat all test takers in the same way 
(or if accommodations are needed, in comparable ways), thereby eliminating as 
many sources of irrelevant variance as possible. By definition, to the extent that test-
ing materials or conditions are not standardized, they can vary from test taker to test 
taker and from one test administration to another, thereby introducing irrelevant 
variance, or bias, into test scores. Much of this irrelevant variance would be essen-
tially random, but some of it would be systematic in the sense that some test scores 
(e.g., those from a test site with an especially lenient or especially severe proctor) 
would be consistently too high or too low. Standardization also tends to control some 
kinds of intentional favoritism or negative bias by mandating consistent treatment of 
all test takers. Test scores that consistently underestimate or overestimate the vari-
able of interest for a subgroup for any reason are said to be biased, and standardiza-
tion tends to control this kind of bias, whether it is inadvertent or intentional.

ETS and other testing organizations have developed systematic procedures 
designed to identify and eliminate any aspects of item content or presentation that 
might have an undue effect on the performance of some test takers: “According to 
the guidelines used at ETS, for example, the test ‘must not contain language, sym-
bols, words, phrases, or examples that are generally regarded as sexist, racist, or 
otherwise potentially offensive, inappropriate, or negative toward any group’” 
(Zwick 2006, p. 656). Nevertheless, over time, there was a growing realization that 
treating everyone in the same way does not necessarily ensure fairness or lack of 
bias. It is a good place to start (particularly as a way to control opportunities for 
favoritism, racism, and other forms of more or less overt bias), but it does not fully 
resolve the issue. As Turnbull (1951) and others recognized from mid-century, fair-
ness depends on the appropriateness of the uses of test scores, and test scores that 
provide unbiased measures of a particular set of skills may not provide unbiased 
measures of a broader domain of skills needed in some context (e.g., in an  occupation 
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or in an educational program). In such cases, those test scores may not provide a fair 
basis for making decisions about test takers (Shimberg 1981, 1982, 1990).

Over the last 65 years or so, ETS researchers have been active in investigating 
questions about bias and fairness in testing, in defining issues of fairness and bias, 
and in developing approaches for minimizing bias and for enhancing fairness. Many 
of the issues are still not fully resolved, in part because questions of bias depend on 
the intended interpretation and because questions of fairness depend on values.

16.4.2  Adverse Impact and Differential Prediction

Unless we are willing to assume, a priori, that there are no differences between 
groups in the characteristic being measured, simple differences between groups in 
average scores or the percentages of test takers achieving some criterion score do 
not necessarily say anything about the fairness of test scores or of score uses. In 
1971, the U.S. Supreme Court, in Griggs v. Duke Power Co., struck down some 
employment practices at the Duke Power Company that had led to substantially dif-
ferent hiring rates between Black and White applicants, and in its decision, the 
Court relied on two concepts, adverse impact and business necessity, that have come 
to play an important role in discussions of possible bias in score-based selection 
programs. Adverse impact occurs if a protected group (defined by race, ethnicity, or 
gender, as specified in civil rights legislation) has a substantially lower rate of selec-
tion, certification, or promotion compared to the group with the highest rate. A test-
ing program has business necessity if the scores are shown to be related to some 
important outcome (e.g., some measure of performance on the job). A testing pro-
gram with adverse impact against one or more protected groups was required to 
demonstrate business necessity for the testing program; if there was no adverse 
impact, there was no requirement to establish business necessity. Employers and 
other organizations using test scores for selection would either have to develop 
selection programs that had little adverse impact or would have to demonstrate busi-
ness necessity (Linn 1972). In Griggs, Duke Power’s testing program was struck 
down because it had substantial adverse impact, and the company had made no 
attempt to investigate the relationship between test scores and performance on the 
job.

Although the terminology of adverse impact and business necessity was not in 
common use before Griggs, the notion that test scores can be considered fair if they 
reflect real differences in performance, even if they also suffer from adverse impact, 
was not new. Turnbull (1951) had pointed out the importance of evaluating fairness 
in terms of the proposed interpretation and use of the scores:

That method is to define the criterion to which a test is intended to relate, and then to justify 
inter-group equality or inequality of test scores on the basis of its effect on prediction. It is 
necessarily true that an equality of test scores that would signify fairness of measurement 
for one criterion on which cultural groups performed alike would signify unfairness for 
another criterion on which group performance differed. Fairness, like its amoral brother, 
validity, resides not in tests or test scores but in the relation of test scores to criteria. 
(pp. 148–149)
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Adverse impact does not necessarily say much about fairness, but it does act as a 
trigger that suggests that the relationship between test scores and appropriate crite-
ria be evaluated (Dorans, Chap. 7, this volume; Linn 1973, 1975; Linn and Werts 
1971; Messick 1989).

By 1971, when the Griggs decision was rendered, Cleary (1968) had already 
published her classic study of differential prediction, which was followed by a num-
ber of differential-prediction studies at ETS and elsewhere. The Cleary model stipu-
lated that

a test is biased for members of a subgroup of the population if, in the prediction of a crite-
rion for which the test is designed, consistent nonzero errors of prediction are made for 
members of the subgroup. In other words, the test is biased if the criterion score predicted 
from the common regression line is consistently too high or too low for members of the 
subgroup. (p. 115)

The Cleary criterion is simple, clear, and direct; if the scores underpredict or over-
predict the relevant criterion, the predictions can be considered biased. Note that 
although Cleary talked about the test being biased, her criterion applies to the pre-
dictions based on the scores and not directly to the test or test scores. In fact, the 
predictions can be biased in Cleary’s sense without having bias in the test scores, 
and the predictions can be unbiased in Cleary’s sense while having bias in the test 
scores (Zwick 2006). Nevertheless, assuming that the criterion measure is appropri-
ate and unbiased (which can be a contentious assumption in many contexts; e.g., see 
Linn 1976; Wild and Dwyer 1980), the comparison of regressions made perfect 
sense as a way to evaluate predictive bias.

However, as a criterion for evaluating bias in the test scores, the comparison of 
regression lines is problematic for a number of reasons. Linn and Werts (1971) 
pointed out two basic statistical problems with the Cleary model; the comparisons 
of the regression lines can be severely distorted by errors of measurement in the 
independent variable (or variables) and by the omission of relevant predictor vari-
ables. Earlier, Lord (1967) had pointed to an ambiguity in the interpretation of 
differential- prediction analyses for groups with different means on the two mea-
sures, if the measures had less than perfect reliability or relevant predictors had been 
omitted.

In the 1970s, a concerted effort was made by many researchers to develop mod-
els of fairness that would make it possible to identify and remove (or at least ame-
liorate) group inequities in score-based decision procedures, and ETS researchers 
were heavily involved in these efforts (Linn 1973, 1984; Linn and Werts 1971; 
Myers 1975; Petersen and Novick 1976). These efforts raised substantive questions 
about what we might mean by fairness in selection, but by the early 1980s, interest 
in this line of research had declined for several reasons.

First, a major impetus for the development of these models was the belief in the 
late 1960s that at least part of the explanation for the observed disparities in test 
scores across groups was to be found in the properties of the test. The assumption 
was that cultural differences and differences in educational and social opportunities 
caused minority test takers to be less familiar with certain content and to be less 
adept at taking objective tests, and therefore the test scores were expected to under-
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predict performance in nontest settings (e.g., on the job, in various educational pro-
grams). Many of the fairness models were designed to adjust for inequities (defined 
in various ways) that were expected to result from the anticipated underprediction 
of performance. However, empirical results indicated that the test scores did not 
underpredict the scores of minority test takers, but rather overpredicted the perfor-
mance of Black and Hispanic students on standard criteria, particularly first-year 
grade point average (GPA) in college (Cleary 1968; Young 2004; Zwick 2006). The 
test scores did underpredict the scores of women, but this difference was due in part 
to differences in courses taken (Wild and Dwyer 1980; Zwick 2006).

Second, Petersen and Novick (1976) pointed out some basic inconsistencies in 
the structures of the fairness models and suggested that it was necessary to explic-
itly incorporate assumptions about relative utilities of different outcomes for differ-
ent test takers to resolve these discrepancies. However, it was not clear how to 
specify such utilities, and it was especially not clear how to get all interested stake-
holders to agree on a specific set of such utilities.

As the technical difficulties mounted (Linn 1984; Linn and Werts 1971; Petersen 
and Novick 1976) and the original impetus for the development of the models (i.e., 
underprediction for minorities) turned out to be wrong (Cleary 1968; Linn 1984), 
interest in the models proposed to correct for underprediction faded.

An underlying concern in evaluating fairness was (and is) the acknowledged 
weaknesses in the criterion measures (Wild and Dwyer 1980). In addition to being 
less reliable than the tests being evaluated, and in representing proxy measures of 
success that are appealing in large part because of their ready availability, there is 
evidence that the criteria are, themselves, not free of bias (Wild and Dwyer 1980).

One major result of this extended research program is a clear realization that fair-
ness and bias are very complex, multifaceted issues that cannot be easily reduced to 
a formal model of fairness or evaluated by straightforward statistical analyses (Cole 
and Moss 1989; Messick 1989; Wild and Dwyer 1980): “The institutions and pro-
fessionals who sponsor and use tests have one view as to what is fair; examinees 
have another. They will not necessarily always agree, though both have a legitimate 
claim” (Willingham 1999, p. 224). Holland (1994) and Dorans (2012) suggested 
that analyses of test score fairness should go beyond the measurement perspective, 
which tends to focus on the elimination or reduction of construct-irrelevant variance 
(or measurement bias), to include the test taker’s perspective, which tends to view 
tests as “contests,” and Kane (2013b) has suggested adding an institutional perspec-
tive, which has a strong interest in eliminating any identifiable source of bias but 
also has an interest in reducing adverse impact, whether it is due to an identifiable 
source of bias or not.

16.4.3  Differential Item Functioning

ETS played a major role in the introduction of DIF methods as a way to promote 
fairness in testing programs (Dorans and Holland 1993; Holland and Thayer 1988). 
These methods identify test items that, after matching on an estimate of the attribute 
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of interest, are differentially difficult or easy for a target group of test takers, as 
compared to some reference group. ETS pioneered the development of DIF meth-
odology, including the development of the most widely used methods, as well as 
investigations of the statistical properties of these methods, matching variables, and 
sample sizes (Dorans, Chap. 7, this volume; Holland and Wainer 1993).

DIF analyses are designed to differentiate, across groups, between real differ-
ences in the construct being measured and sources of group-related construct- 
irrelevant variance. Different groups are not evaluated in terms of their differences 
in performance but rather in terms of differences in performance on each item, given 
the candidates’ standings on the construct being measured, as indicated by the test 
taker’s total score on the test (or some other relevant matching variable). DIF analy-
ses provide an especially appealing way to address fairness issues, because the data 
required for DIF analyses (i.e., item responses and test scores) are readily available 
for most standardized testing programs and because DIF analyses provide a direct 
way to decrease construct-irrelevant differential impact (by avoiding the use of 
items with high DIF).

Zieky (2011) has provided a particularly interesting and informative analysis of 
the origins of DIF methodology. As noted earlier, from ETS’s inception, its research 
staff had been concerned about fairness issues and had been actively investigating 
group differences in performance since the 1960s (Angoff and Ford 1973; Angoff 
and Sharon 1974; Cardall and Coffman 1964; Cleary 1968), but no fully adequate 
methodology for addressing group differences at the item level had been identified. 
The need to address the many obstacles facing the effective implementation of DIF 
was imposed on ETS researchers in the early 1980s:

In 1984, ETS settled a lawsuit with the Golden Rule Insurance Company by agreeing to use 
raw differences in the percentages correct on an item in deciding on which items to include 
in a test to license insurance agents in Illinois; if two items were available that both met test 
specifications, the item with the smallest black-white difference in percentage correct was 
to be used; any difference in the percentages was treated as bias “even if it were caused by 
real and relevant differences between the groups in average knowledge of the tested sub-
ject.” (Zieky 2011, p. 116)

The Golden Rule procedure was seen as causing limited harm in a minimum- 
competency licensing context but was seen as much more problematic in other con-
texts in which candidates would be ranked in terms of cognitive abilities or 
achievement, and concern grew that test quality would suffer if test developers were 
required to use only items “with the smallest raw differences in percent correct 
between Black and White test takers, regardless of the causes of these differences” 
(Zieky 2011, pp. 117–118):

The goal was an empirical means of distinguishing between real group differences in the 
knowledge and skill measured by the test and unfair differences inadvertently caused by 
biased aspects of items. Test developers wanted help in ensuring that items were fair, but 
each method tried so far either had methodological difficulties or was too unwieldy to use 
on an operational basis with a wide variety of tests and several groups of test takers. The 
threat of legislation that would mandate use of the Golden Rule procedure for all tests fur-
ther motivated ETS staff members to adopt a practical measure of DIF. (p. 118)
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In response, ETS researchers (e.g., Dorans and Holland 1993; Holland and Thayer 
1988) developed procedures that evaluated differential group performance, condi-
tional on test takers’ relative standing on the attribute of interest. The DIF methodol-
ogy developed at ETS is now widely used in testing programs that aid in making 
high-stakes decisions throughout the world.

E. Burton and Burton (1993) found that the differences in scores across groups 
did not narrow substantially after the implementation of DIF analyses. Test items 
are routinely screened for sensitivity and other possible sources of differential func-
tioning before administration, and relatively few items are flagged by the DIF statis-
tics. As Zwick (2006) noted,

even in the absence of evidence that it affects overall scores, … DIF screening is important 
as a precaution against the inclusion of unreasonable test content and as a source of infor-
mation that can contribute to the construction of better tests in the future. (p. 668)

DIF screening addresses an issue that has to be confronted for psychometric and 
ethical reasons. That these checks on the quality of test items turn up relatively few 
cases of questionable item content is an indication that the item development and 
screening procedures are working as intended.

16.4.4  Identifying and Addressing Specific Threats to Fairness/
Validity

As illustrated in the two previous subsections, much of the research on fairness at 
ETS, and more generally in the measurement research community, has focused on 
the identification and estimation of differential impact and potential bias in predic-
tion and selection, a global issue, and on DIF, which addresses particular group- 
specific item effects that can generate adverse impact or bias. However, some 
researchers have sought to address other potential threats to fairness and, therefore, 
to validity.

Xi (2010) pointed out that fairness is essential to validity and validity is essential 
to fairness. If we define validity in terms of the appropriateness of proposed inter-
pretations and uses of scores, and fairness in terms of the appropriateness of pro-
posed interpretations and uses of scores across groups, then fairness would be a 
necessary condition for validity; if we define fairness broadly in terms of social 
justice, then validity would be a necessary condition for fairness. Either way, the 
two concepts are closely related; as noted earlier, Turnbull referred to validity as the 
“amoral brother” of fairness (Dorans, Chap. 7, this volume; Turnbull 1951).

Xi (2010) combined fairness and validity in a common framework by evaluating 
fairness as comparable validity across groups within the population of interest. She 
proposed to identify and evaluate any fairness-based objections to proposed inter-
pretations and uses of the test scores as a fairness argument that would focus on 
whether an interpretation is equally plausible for different groups and whether the 
decision rules are appropriate for the groups. Once the inferences and assumptions 
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inherent in the proposed interpretation and use of the test scores have been speci-
fied, they can be evaluated in terms of whether they apply equally well to different 
groups. For example, it can be difficult to detect construct underrepresentation in a 
testing program by qualitatively evaluating how well the content of the test repre-
sents the content of a relevant domain, but empirical results indicating that there are 
substantial differences across groups in the relationship between performance on 
the test and more thorough measures of performance in the domain as a whole could 
raise serious questions about the representativeness of the test content. This 
argument- based approach can help to focus research on serious, specific threats to 
fairness/validity (Messick 1989).

Dorans and colleagues (Dorans, Chap. 7, this volume; Dorans and Holland 2000; 
Holland and Dorans 2006) have addressed threats to fairness/validity that can arise 
in scaling/equating test scores across different forms of a test:

Scores on different forms or editions of a test that are supposed to be used interchangeably 
should be related to each other in the same way across different subpopulations. Score equity 
assessment (SEA) uses subpopulation invariance of linking functions across important sub-
populations to assess the interchangeability of the scores. (Dorans, Chap. 7, this volume)

If the different forms of the test are measuring the same construct or combination of 
attributes in the different subpopulations, the equating function should not depend 
on the subpopulation on which it is estimated, and

one way to demonstrate that two test forms are not equatable is to show that the equating 
functions used to link their scores are not invariant across different subpopulations of exam-
inees. Lack of invariance in a linking function indicates that the differential difficulty of the 
two test forms is not consistent across different groups. (Dorans, Chap. 7, this volume)

SEA uses the invariance of the linking function across groups to evaluate consis-
tency of the proposed interpretation of scores across groups and, thereby, to evaluate 
the validity of the proposed interpretation.

Mislevy et al. (2013) sought to develop systematic procedures for minimizing 
threats to fairness due to specific construct-irrelevant sources of variance in the 
assessment materials or procedures. To the extent that a threat to validity can be 
identified in advance or concurrently, the threat could be eliminated by suitably 
modifying the materials or procedures; for example, if it is found that English lan-
guage learners have not had a chance to learn specific nontechnical vocabulary in a 
mathematics item, that vocabulary could be changed or the specific words could be 
defined. Mislevy et  al. combined the general methodology of “universal design” 
with the ECD framework. In doing so, they made use of M. von Davier’s (2008) 
general diagnostic model as a psychometric framework to identify specific require-
ments in test tasks. Willingham (1999) argued that test uses would be likely to be 
fairer across groups if “the implications of design alternatives are carefully exam-
ined at the outset” (p. 235) but recognized that this examination would be difficult 
to do “without much more knowledge of subgroup strengths and weaknesses… than 
is normally available” (p. 236). Mislevy et al. (2013) have been working to develop 
the kind of knowledge needed to build more fairness into testing procedures from 
the design stage.
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16.5  Messick’s Unified Model of Construct Validity

Samuel Messick spent essentially all of his professional life at ETS, and during his 
long and productive career, he made important contributions to many parts of test 
theory and to ETS testing programs, some of which were mentioned earlier. In this 
section, we focus on his central role in the development of the construct validity 
model and its transformation into a comprehensive, unified model of validity 
(Messick 1975, 1988, 1989). Messick’s unified model pulled the divergent strands 
in validity theory into a coherent framework, based on a broad view of the meaning 
of test scores and the values and consequences associated with the scores, and in 
doing so, he gave the consequences of score use a prominent role.

Messick got his bachelor’s degree in psychology and natural sciences from the 
University of Pennsylvania in 1951, and he earned his doctorate from Princeton 
University in 1954, while serving as an ETS Psychometric Fellow. His doctoral dis-
sertation, “The Perception of Attitude Relationships: A Multidimensional Scaling 
Approach to the Structuring of Social Attitudes,” reflected his dual interest in quan-
titative methods and in personality theory and social psychology. He completed 
postdoctoral fellowships at the University of Illinois, studying personality dynam-
ics, and at the Menninger Foundation, where he did research on cognition and per-
sonality and received clinical training. He started as a full-time research psychologist 
at ETS in 1956, and he remained there until his death in 1998. Messick also served 
as a visiting lecturer at Princeton University on personality theory, abnormal psy-
chology, and human factors between 1956 and 1958 and again in 1960–1961.

Messick completed his doctoral and postdoctoral work and started his career at 
ETS just as the initial version of construct validity was being developed (Cronbach 
and Meehl 1955). As noted, he came to ETS with a strong background in personal-
ity theory (e.g., see Messick 1956, 1972), where constructs play a major role, and a 
strong background in quantitative methods (e.g., see Gulliksen and Messick 1960; 
Messick and Abelson 1957; Schiffman and Messick 1963). Construct validity was 
originally proposed as a way to justify interpretations of test scores in terms of psy-
chological constructs (Cronbach and Meehl 1955), and as such, it focused on psy-
chological theory. Subsequently, Loevinger (1957) suggested that the construct 
model could provide a framework for all of validity, and Messick made this sugges-
tion a reality. Between the late 1960s and the 1990s, he developed a broadly defined 
construct-based framework for the validation of test score interpretations and uses; 
his unified framework had its most complete statement in his validity chapter in the 
third edition of Educational Measurement (Messick 1989).

As Messick pursued his career, he maintained his dual interest in psychological 
theory and quantitative methods, applying this broad background to problems in 
educational and psychological measurement (Jackson and Messick 1965; Jackson 
et al. 1957; Messick and Frederiksen 1958; Messick and Jackson 1958; Messick and 
Ross 1962). He had close, long-term collaborations with a number of research psy-
chologists (e.g., Douglas Jackson, Nathan Kogan, and Lawrence Stricker). His 
long-term collaboration with Douglas Jackson, whom he met while they were both 
postdoctoral fellows at the Menninger Foundation, and with whom he coauthored 
more than 25 papers and chapters (Jackson 2002), was particularly productive.
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Messick’s evolving understanding of constructs, their measurement, and their 
vicissitudes was, no doubt, strongly influenced by his background in social psychol-
ogy and personality theory and by his ongoing collaborations with colleagues with 
strong substantive interest in traits and their roles in psychological theory. His work 
reflected an ongoing concern about how to differentiate between constructs (Jackson 
and Messick 1958; Stricker et al. 1969), between content and style (Jackson and 
Messick 1958; Messick 1962, 1991), and between constructs and potential sources 
of irrelevant variance (Messick 1962, 1964, 1981b; Messick and Jackson 1958).

Given his background and interests, it is not surprising that Messick became an 
“early adopter” of the construct validity model. Throughout his career, Messick 
tended to focus on two related questions: Is the test a good measure of the trait or 
construct of interest, and how can the test scores be appropriately used (Messick 
1964, 1965, 1970, 1975, 1977, 1980, 1989, 1994a, b)? For measures of personality, 
he addressed the first of these questions in terms of “two critical properties for the 
evaluation of the purported personality measure … the measure’s reliability and its 
construct validity” (Messick 1964, p. 111). Even in cases where the primary interest 
is in predicting behavior as a basis for decision making, and therefore, where it is 
necessary to develop evidence for adequate predictive accuracy, he emphasized the 
importance of evaluating the construct validity of the scores:

Instead of talking about the reliability and construct validity (or even the empirical validity) 
of the test per se, it might be better to talk about the reliability and construct validity of the 
responses to the test, as summarized in a particular score, thereby emphasizing that these 
test properties are relative to the processes used by the subjects in responding. (Messick 
1964, p. 112)

Messick also exhibited an abiding concern about ethical issues in research and prac-
tice throughout his career (Messick 1964, 1970, 1975, 1977, 1980, 1981b, 1988, 
1989, 1998, 2000). In 1965, he examined some criticisms of psychological testing 
and discussed the possibilities for regulation and self-regulation for testing. He 
espoused “an ‘ethics of responsibility,’ in which pragmatic evaluations of the con-
sequences of alternative actions form the basis for particular ethical decisions” 
(p. 140). Messick (1965) went on to suggest that policies based on values reflect and 
determine how we see the world, in addition to their intended regulatory effects, and 
he focused on “the value-laden nature of validity and fairness as psychometric con-
cepts” (Messick 2000, p. 4) throughout his career. It is to this concern with meaning 
and values in measurement that we now turn.

16.5.1  Meaning and Values in Measurement

Messick was consistent in emphasizing ethical issues in testing, the importance of 
construct validity in evaluating meaning and ethical questions, and the need to con-
sider consequences in evaluating test use: “But the ethical question of ‘Should these 
actions be taken?’ cannot be answered by a simple appeal to empirical validity 
alone. The various social consequences of these actions must be contended with” 
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(Messick and Anderson 1970, p. 86). In 1975, Messick published a seminal paper 
that focused on meaning and values in educational measurement and explored the 
central role of construct-based analyses in analyzing meaning and in anticipating 
consequences. In doing so, he sketched many of the themes that he would subse-
quently develop in more detail. The paper (Messick 1975) was the published ver-
sion of his presidential speech to Division 5 (Evaluation and Measurement) of the 
American Psychological Association. The title, “The Standard Problem: Meaning 
and Values in Measurement and Evaluation,” indicates the intended breadth of the 
discussion and its main themes. As would be appropriate for such a speech, Messick 
focused on big issues in the field, and we will summarize five of these: (a) the cen-
tral role of construct-based reasoning and analysis in validation, (b) the importance 
of ruling out alternate explanations, (c) the need to be precise about the intended 
interpretations, (d) the importance of consequences, and (e) the role of content-
related evidence in validation.

First, Messick emphasized the central role of construct-based reasoning and 
analysis in validation. He started the paper by saying that any discussion of the 
meaning of a measure should center on construct validity as the “evidential basis” 
for inferring score meaning, and he associated construct validity with basic scien-
tific practice:

Construct validation is the process of marshalling evidence in the form of theoretically 
relevant empirical relations to support the inference that an observed response consistency 
has a particular meaning. The problem of developing evidence to support an inferential leap 
from an observed consistency to a construct that accounts for that consistency is a generic 
concern of all science. (Messick 1975, p. 955)

A central theme in the 1975 paper is the interplay between theory and data. Messick 
suggested that, in contrast to concurrent, predictive, and content-based approaches 
to validation, each of which focused on a specific question, construct validation 
involves hypothesis testing and “all of the philosophical and empirical means by 
which scientific theories are evaluated” (p. 956). He wrote, “The process of con-
struct validation, then, links a particular measure to a more general theoretical con-
struct, usually an attribute or process or trait, that itself may be embedded in a more 
comprehensive theoretical network” (Messick 1975, p.  955). Messick took con-
struct validation to define validation in the social sciences but saw education as slow 
in adopting this view. A good part of Messick’s (1975) exposition is devoted to 
suggestions for why education had not adopted the construct model more fully by 
the early 1970s and for why that field should expand its view of validation beyond 
simple content and predictive interpretations. He quoted Loevinger (1957) to the 
effect that, from a scientific point of view, construct validity is validity, but he went 
further, claiming that content and criterion analyses are not enough, even for applied 
decision making, and that “the meaning of the measure must also be pondered in 
order to evaluate responsibly the possible consequences of the proposed use” 
(Messick 1975, p.  956). Messick was not so much suggesting the adoption of a 
particular methodology but rather encouraging us to think deeply about meanings 
and consequences.
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Second, Messick (1975) emphasized the importance of ruling out alternate 
explanations in evaluation and in validation. He suggested that it would be effective 
and efficient to

direct attention from the outset to vulnerabilities in the theory by formulating counterhy-
potheses, or plausible alternative interpretations of the observed consistencies. If repeated 
challenges from a variety of plausible rival hypotheses can be systematically discounted, 
then the original interpretation becomes more firmly grounded. (p. 956)

Messick emphasized the role of convergent/divergent analyses in ruling out alterna-
tive explanations of test scores.

This emphasis on critically evaluating proposed interpretations by empirically 
checking their implications was at the heart of Cronbach and Meehl’s (1955) formu-
lation of construct validity, and it reflects Popper’s (1965) view that conjecture and 
refutation define the basic methodology of science. Messick’s insistence on the 
importance of this approach probably originates less in the kind of philosophy of 
science relied on by Cronbach and Meehl and more on his training as a psychologist 
and on his ongoing collaborations with psychologists, such as Jackson, Kogan, and 
Stricker. Messick had a strong background in measurement and scaling theory 
(Messick and Abelson 1957), and he maintained his interest in these areas and in the 
philosophy of science throughout his career (e.g., see Messick 1989, pp. 21–34). 
His writings, however, strongly suggested a tendency to start with a substantive 
problem in psychology and then to bring methodology and “philosophical conceits” 
(Messick 1989) to bear on the problem, rather than to start with a method and look 
for problems to which it can be applied. For example, Messick (1984, 1989; Messick 
and Kogan 1963) viewed cognitive styles as attributes of interest and not simply as 
sources of irrelevant variance.

Third, Messick (1975) recognized the need to be precise about the intended 
interpretations of the test scores. If the extent to which the test scores reflect the 
intended construct, rather than sources of irrelevant variance, is to be investigated, 
it is necessary to be clear about what is and is not being claimed in the construct 
interpretation, and a clear understanding of what is being claimed helps to identify 
plausible competing hypotheses. For example, in discussing the limitations of a 
simple content-based argument for the validity of a dictated spelling test, Messick 
pointed out that

the inference of inability or incompetence from the absence of correct performance requires 
the elimination of a number of plausible rival hypotheses dealing with motivation, attention, 
deafness, and so forth. Thus, a report of failure to perform would be valid, but one of inabil-
ity to perform would not necessarily be valid. The very use of the term inability invokes 
constructs of attribute and process, whereas a content-valid interpretation would stick to the 
outcomes. (p. 960)

To validate, or evaluate, the interpretation and use of the test scores, it is necessary 
to be clear about the meanings and values inherent in that interpretation and use.
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Fourth, Messick (1975) gave substantial attention to values and consequences 
and suggested that, in considering any test use, two questions needed to be 
considered:

First, is the test any good as a measure of the characteristic it is interpreted to assess? 
Second, should the test be used for the proposed purpose? The first question is a technical 
and scientific one and may be answered by appraising evidence bearing on the test’s psy-
chometric properties, especially construct validity. The second question is an ethical one, 
and its answer requires an evaluation of the potential consequences of the testing in terms 
of social values. We should be careful not to delude ourselves that answers to the first ques-
tion are also sufficient answers to the second (except of course when a test’s poor psycho-
metric properties preclude its use). (p. 960)

Messick saw meaning and values as intertwined: “Just as values play an important 
role in measurement, where meaning is the central issue, so should meaning play an 
important role in evaluation, where values are the central issue” (p. 962). On one 
hand, the meanings assigned to scores reflect the intended uses of the scores in mak-
ing claims about test takers and in making decisions. Therefore the meanings depend 
on the values inherent in these interpretations and uses. On the other hand, an analy-
sis of the meaning of scores is fundamental to an evaluation of consequences 
because (a) the value of an outcome depends in part on how it is achieved (Messick 
1970, 1975) and (b) an understanding of the meaning of scores and the processes 
associated with performance is needed to anticipate unintended consequences as 
well as intended effects of score uses.

Fifth, Messick (1975) recognized that content representativeness is an important 
issue in test development and score interpretation, but that, in itself, it cannot estab-
lish validity. For one, content coverage is a property of the test:

The major problem here is that content validity in this restricted sense is focused upon test 
forms rather than test scores, upon instruments rather than measurements. Inferences in 
educational and psychological measurement are made from scores, … and scores are a 
function of subject responses. Any concept of validity of measurement must include refer-
ence to empirical consistency. (p. 960)

Messick suggested that Loevinger’s (1957) substantive component of validity, 
defined as the extent to which the construct to be measured by the test can account 
for the properties of the items included in the test, “involves a confrontation between 
content representativeness and response consistency” (p. 961). The empirical analy-
ses can result in the exclusion of some items because of perceived defects, or these 
analyses may suggest that the conception of the trait and the corresponding domain 
may need to be modified:

These analyses offer evidence for the substantive component of construct validity to the 
extent that the resultant content of the test can be accounted for by the theory of the trait 
(along with collateral theories of test-taking behavior and method distortion). (p. 961)

Thus the substantive component goes beyond traditional notions of content validity 
to incorporate inferences and evidence on response consistency as well as on the 
extent to which the response patterns are consistent with our understanding of the 
corresponding construct.
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16.5.2  A Unified but Faceted Framework for Validity

Over the following decade, Messick developed his unified, construct-based concep-
tion of validity in several directions. In the third edition of Educational Measurement 
(Messick 1989), he proposed a very broad and open framework for validity as sci-
entific inquiry. The framework allows for different interpretations at different levels 
of abstraction and generality, and it encourages the use of multiple modes of inquiry. 
It also incorporates values and consequences. Given the many uses of testing in our 
society and the many interpretations entailed by these uses, Messick’s unified model 
inevitably became complicated, but he wanted to get beyond the narrow views of 
validation in terms of content-, criterion-, and construct-related evidence:

What is needed is a way of cutting and combining validity evidence that forestalls undue 
reliance on selected forms of evidence, that highlights the important though subsidiary role 
of specific content- and criterion-related evidence in support of construct validity in testing 
applications, and that formally brings consideration of value implications and social conse-
quences into the validity framework. (Messick 1989, p. 20)

Messick organized his discussion of the roles of different kinds of evidence in 
validation in a 2 × 2 table (see Fig. 16.1) that he had introduced a decade earlier 
(Messick 1980). The table has four cells, defined in terms of the function of testing 
(interpretation or use) and the justification for testing (evidence or consequences):

The evidential basis of test interpretation is construct validity. The evidential basis of test 
use is also construct validity, but as buttressed by evidence for the relevance of the test to 
the specific applied purpose and for the utility of the testing in the applied setting. The 
consequential basis of test interpretation is the appraisal of the value implications of the 
construct label, of the theory underlying test interpretation, and of the ideology in which the 
theory is embedded…. Finally, the consequential basis of test use is the appraisal of both 
potential and actual social consequences of the applied testing. (Messick 1989, p.  20, 
emphasis added)

Messick acknowledged that these distinctions were “interlocking and overlapping” 
(p. 20) and therefore potentially “fuzzy” (p. 20), but he found the distinctions and 
resulting fourfold classification to be helpful in structuring his description of the 
unified model of construct validity.

Test Interpretation Test Use

Evidential Basis Construct Validity Construct Validity +
Relevance/Utility

Consequential Basis Value Implications Social Consequences

Fig. 16.1 Messick’s facets of validity. From Test Validity and the Ethics of Assessment (p. 30, 
Research Report No. RR-79-10), by S. Messick, 1979, Princeton, NJ: Educational Testing Service. 
Copyright 1979 by Educational Testing Service. Reprinted with permission
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16.5.3  The Evidential Basis of Test Score Interpretations

Messick (1989) began his discussion of the evidential basis of score interpretation 
by focusing on construct validity: “Construct validity, in essence, comprises the 
evidence and rationales supporting the trustworthiness of score interpretation in 
terms of explanatory concepts that account for both test performance and relation-
ships with other variables” (p. 34). Messick saw convergent and discriminant evi-
dence as “overarching concerns” in discounting construct-irrelevant variance and 
construct underrepresentation. Construct-irrelevant variance occurs to the extent 
that test score variance includes “excess reliable variance that is irrelevant to the 
interpreted construct” (p. 34). Construct underrepresentation occurs to the extent 
that “the test is too narrow and fails to include important dimensions or facets of the 
construct” (p. 34).

Messick (1989) sought to establish the “trustworthiness” of the proposed inter-
pretation by ruling out the major threats to this interpretation. The basic idea is to 
develop a construct interpretation and then check on plausible threats to this inter-
pretation. To the extent that the interpretation survives all serious challenges (i.e., 
the potential sources of construct-irrelevant variance and construct underrepresenta-
tion), it can be considered trustworthy. Messick was proposing that strong interpre-
tations (i.e., in terms of constructs) be adopted, but he also displayed a recognition 
of the essential limits of various methods of inquiry. This recognition is the essence 
of the constructive-realist view he espoused; our constructed interpretations are 
ambitious, but they are constructed by us, and therefore they are fallible. As he 
concluded,

validation in essence is scientific inquiry into score meaning—nothing more, but also noth-
ing less. All of the existing techniques of scientific inquiry, as well as those newly emerging, 
are fair game for developing convergent and discriminant arguments to buttress the con-
struct interpretation of test scores. (p. 56)

That is, rather than specify particular rules or guidelines for conducting construct 
validations, he suggested broad scientific inquiry that could provide support for and 
illuminate the limitations of proposed interpretations and uses of test scores.

Messick suggested that construct-irrelevant variance and construct underrepre-
sentation should be considered serious when they interfere with intended interpreta-
tions and uses of scores to a substantial degree. The notion of “substantial” in this 
context is judgmental and depends on values, but the judgments are to be guided by 
the intended uses of the scores. This is one way in which interpretations and mean-
ings are not value neutral.
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16.5.4  The Evidential Basis of Test Score Use

According to Messick (1989), construct validity provides support for test uses. 
However, the justification of test use also requires evidence that the test is appropri-
ate for a particular applied purpose in a specific applied setting: “The construct 
validity of score interpretation undergirds all score-based inferences, not just those 
related to interpretive meaningfulness but also the content- and criterion-related 
inferences specific to applied decisions and actions based on test scores” (pp. 63–64). 
Messick rejected simple notions of content validity in terms of domain representa-
tiveness in favor of an analysis of the constructs associated with the performance 
domain. “By making construct theories of the performance domain and of its key 
attributes more explicit, however, test construction and validation become more 
rational, and the supportive evidence sought becomes more attuned to the inferences 
made” (p. 64). Similarly, Messick rejected the simple model of predictive validity in 
terms of a purely statistical relationship between test scores and criterion scores in 
favor of a construct-based approach that focuses on hypotheses about relationships 
between predictor constructs and criterion constructs: “There is simply no good 
way to judge the appropriateness, relevance, and usefulness of predictive inferences 
in the absence of evidence as to what the predictor and criterion scores mean” 
(p. 64). In predictive contexts, it is the relationship between the characteristics of 
test takers and their future performances that is of interest. The observed relation-
ship between predictor scores and criterion scores provides evidence relevant to this 
hypothetical relationship, but it does not exhaust the meaning of that relationship.

In elaborating on the evidential basis of test use, Messick (1989) discussed a 
number of particular kinds of score uses (e.g., employment, selection, licensure), 
and a number of issues that would need to be addressed (e.g., curriculum, instruc-
tional, or job relevance or representativeness; test–criterion relationships; the utility 
of criteria; and utility and fairness in decision making), rather than relying on what 
he called ad hoc targets. He kept the focus on construct validation and suggested 
that “one should strive to maximize the meaningfulness of score interpretation and 
to minimize construct-irrelevant test variance. The resulting construct-valid scores 
then provide empirical components for rationally defensible prediction systems and 
rational components for empirically informed decision making” (p. 65). Messick 
(1989) was quite consistent in insisting on the primacy of construct interpretations 
in validity, even in those areas where empirical methods had tended to predominate. 
He saw the construct theory of domain performance as the basis for developing both 
the criterion and the predictor. Constructs provided the structure for validation and 
the glue that held it all together.
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16.5.5  The Consequential Basis of Test Score Interpretation

Messick (1989) saw the consequential basis of test score interpretation as involving 
an analysis of the value implications associated with the construct label, with the 
construct theory, and with the general conceptual frameworks, or ideologies, sur-
rounding the theory. In doing so, he echoed his earlier emphasis (Messick 1980) on 
the role of values in validity:

Constructs are broader conceptual categories than are test behaviors and they carry with 
them into score interpretation a variety of value connotations stemming from at least three 
major sources: the evaluative overtones of the construct labels themselves; the value con-
notations of the broader theories or nomological networks in which constructs are embed-
ded; and the value implications of still broader ideologies about the nature of humankind, 
society, and science that color our manner of perceiving and proceeding. (Messick 1989, 
p. 59)

Neither constructs nor the tests developed to estimate constructs are dictated by the 
data, as such. We make decisions about the kinds of attributes that are of interest to 
us, and these choices are based on the values inherent in our views.

Messick (1989) saw values as pervading and shaping the interpretation and use 
of test scores and therefore saw the evaluation of value implications as an integral 
part of validation:

In sum, the aim of this discussion of the consequential basis of test interpretation was to 
raise consciousness about the pervasive consequences of value-laden terms (which in any 
event cannot be avoided in either social action or social science) and about the need to take 
both substantive aspects and value aspects of score meaning into account in test validation. 
(p. 63)

Under a constructive-realist model, researchers have to decide how to carve up and 
interpret observable phenomena, and they should be clear about the values that 
shape these choices.

16.5.6  The Consequential Basis of Test Score Use

The last cell (bottom right) of Messick’s progressive matrix addresses the social 
consequences of testing as an “integral part of validity” (Messick 1989, p. 84). The 
validity of a testing program is to be evaluated in terms of how well the program 
achieves its intended function or purpose without undue negative consequences:

Judging validity in terms of whether a test does the job it is employed to do … that is, 
whether it serves its intended function or purpose—requires evaluation of the intended or 
unintended social consequences of test interpretation and use. The appropriateness of the 
intended testing purpose and the possible occurrence of unintended outcomes and side 
effects are the major issues. (pp. 84–85)
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The central question is whether the testing program achieves its goals well enough 
and at a low enough cost (in terms of negative consequences, anticipated and unan-
ticipated) that it should be used.

Messick’s (1989) discussion of the consequences of testing comes right after an 
extended discussion of criterion-related evidence and analyses of utility, in terms of 
a specific criterion in selection, and it emphasizes that such utility analyses are 
important, but they are not enough. The evaluation, or validation, of a test score use 
requires an evaluation of all major consequences of the testing program and not 
simply evidence that a particular criterion is being estimated and optimized:

Even if adverse testing consequences derive from valid test interpretation and use, the 
appraisal of the functional worth of the testing in pursuit of the intended ends should take 
into account all of the ends, both intended and unintended, that are advanced by the testing 
application, including not only individual and institutional effects but societal or systemic 
effects as well. Thus, although appraisal of intended ends of testing is a matter of social 
policy, it is not only a matter of policy formation but also of policy evaluation that weighs 
all of the outcomes and side effects of policy implementation by means of test scores. Such 
evaluation of the consequences and side effects of testing is a key aspect of the validation 
of test use. (p. 85)

Messick used the term functional worth to refer to the extent that a testing program 
achieves its intended goals and is relatively free of unintended negative conse-
quences. He seems to contrast this concept with test validity, which focuses on the 
plausibility of the proposed interpretation of the test scores. The approach is unified, 
but the analysis in terms of the progressive matrix is structured, complex, and 
nuanced.

Messick (1989) made several points about the relationship between validity and 
functional worth. First, to the extent that consequences are relevant to the evaluation 
of a testing program (in terms of either validity or functional worth), both intended 
and unintended consequences are to be considered. Second, consequences are rele-
vant to the evaluation of test validity if they result from construct-irrelevant charac-
teristics of the testing program. Third, if the unintended consequences cannot be 
traced to construct-irrelevant aspects of the testing program, the evaluation of con-
sequences, intended and unintended, becomes relevant to the functional worth of 
the testing program, which is in Messick’s progressive matrix “an aspect of the 
 validation of test use” (p. 85). Messick’s main concern in his discussion of func-
tional worth was to emphasize that in evaluating such worth, it is necessary to evalu-
ate unintended negative consequences as well as intended, criterion outcomes so as 
to further inform judgments about test use.

Construct meaning entered Messick’s (1989) discussion of the consequential 
basis of test use in large part as a framework for identifying unintended conse-
quences that merit further study:

But once again, the construct interpretation of the test scores plays a facilitating role. Just 
as the construct meaning of the scores afforded a rational basis for hypothesizing predictive 
relationships to criteria, construct meaning provides a rational basis for hypothesizing 
potential testing outcomes and for anticipating possible side effects. That is, the construct 
theory, by articulating links between processes and outcomes, provides clues to possible 
effects. Thus, evidence of construct meaning is not only essential for evaluating the import 
of testing consequences, it also helps determine where to look for testing consequences. 
(pp. 85–86)
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Messick’s unified framework for validity encourages us to think broadly and deeply, 
in this case in evaluating unintended consequences. He encouraged the use of mul-
tiple value perspectives in identifying and evaluating consequences. The unified 
framework for validity incorporates evaluations of the extent to which test scores 
reflect the construct of interest (employing a range of empirical and conceptual 
methods) and an evaluation of the appropriateness of the construct measures for the 
use at hand (employing a range of values and criteria), but ultimately, questions 
about how and where tests are used are policy issues.

Messick (1989) summarized the evidential and consequential bases of score 
interpretation and use in terms of the four cells in his progressive matrix:

The process of construct interpretation inevitably places test scores both in a theoretical 
context of implied relationships to other constructs and in a value context of implied rela-
tionships to good and bad valuations, for example, of the desirability or undesirability of 
attributes and behaviors. Empirical appraisals of the former substantive relationships con-
tribute to an evidential basis of test interpretation, that is, to construct validity. Judgmental 
appraisals of the latter value implications provide a consequential basis of test 
interpretation.

The process of test use inevitably places test scores both in a theoretical context of 
implied relevance and utility and in a value context of implied means and ends. Empirical 
appraisals of the former issues of relevance and utility, along with construct validity con-
tribute to an evidential basis for test use. Judgmental appraisals of the ends a proposed test 
use might lead to, that is, of the potential consequences of a proposed use and of the actual 
consequences of applied testing, provide a consequential basis for test use. (p. 89)

The four aspects of the unified, construct-based approach to validation provide a 
comprehensive framework for validation, but it is a framework intended to encour-
age and guide conversation and investigation. It was not intended as an algorithm or 
a checklist for validation.

Messick’s (1989) chapter is sometimes criticized for being long and hard to read, 
and it is in places, but this perception should not be so surprising, because he was 
laying out a broad framework for validation; making the case for his proposal; put-
ting it in historical context; and, to some extent, responding to earlier, current, and 
imagined future critics—not a straightforward task. When asked about the intended 
audience for his proposed framework, he replied, “Lee Cronbach” (M. Zieky, per-
sonal communication, May 20, 2014). As is true in most areas of scientific endeavor, 
theory development is an ongoing dialogue between conjectures and data, between 
abstract principles and applications, and between scholars with evolving points of 
view.

16.5.7  Validity as a Matter of Consequences

In one of his last papers, Messick (1998) revisited the philosophical conceits of his 
1989 chapter, and in doing so, he reiterated the importance of values and conse-
quences for validity:
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What needs to be valid are the inferences made about score meaning, namely, the score 
interpretation and its action implications for test use. Because value implications both 
derive from and contribute to score meaning, different value perspectives may lead to dif-
ferent score implications and hence to different validities of interpretation and use for the 
same scores. (p. 37)

Messick saw construct underrepresentation and construct-irrelevant variance as 
serious threats to validity in all cases, but he saw them as especially serious if they 
led to adverse consequences:

All educational and psychological tests underrepresent their intended construct to some 
degree and all contain sources of irrelevant variance. The details of this underrepresentation 
and irrelevancy are typically unknown to the test maker or are minimized in test interpreta-
tion and use because they are deemed to be inconsequential. If noteworthy adverse conse-
quences occur that are traceable to these two major sources of invalidity, however, then both 
score meaning and intended uses need to be modified to accommodate these findings. 
(p. 42)

And he continued, “This is precisely why unanticipated consequences constitute an 
important form of validity evidence. Unanticipated consequences signal that we 
may have been incomplete or off-target in test development and, hence, in test inter-
pretation and use” (p. 43). Levels of construct underrepresentation and construct- 
irrelevant variance that would otherwise be acceptable would become unacceptable 
if it were shown that they had serious negative consequences.

16.5.8  The Central Messages

Messick’s (1975, 1980, 1981a, 1988, 1989, 1995) treatment of validity is quite thor-
ough and complex, but he consistently emphasizes a few basic conclusions.

First, validity is a unified concept. It is “an integrated evaluative judgment” of the 
degree to which evidence and rationales support the inferences and actions based on 
test scores. We do not have “kinds” of validity for different score interpretations or 
uses.

Second, all validity is construct validity. Construct validity provides the frame-
work for the unified model of validity because it subsumes both the content and 
criterion models and reflects the general practice of science in which observation is 
guided by theory.

Third, validation is scientific inquiry. It is not a checklist or procedure but rather 
a search for the meaning and justification of score interpretations and uses. The 
meaning of the scores is always important, even in applied settings, because mean-
ing guides both score interpretation and score use. Similarly, values guide the con-
struction of meaning and the goals of test score use.

Fourth, validity and science are value laden. Construct labels, theories, and sup-
porting conceptual frameworks involve values, either explicitly or implicitly, and it 
is good to be clear about the underlying assumptions. It is better to be explicit than 
implicit about our values.
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Fifth, Messick maintained that validity involves the appraisal of social conse-
quences of score uses. Evaluating whether a test is doing what it was intended to do 
necessarily involves an evaluation of intended and unintended consequences.

There were two general concerns that animated Messick’s work on validity the-
ory over his career, both of which were evident from his earliest work to his last 
papers. One was his abiding interest in psychological theory and in being clear and 
explicit about the theoretical and pragmatic assumptions being made. Like 
Cronbach, he was convinced that we cannot do without theory and, more specifi-
cally, theoretical constructs, and rather than ignoring substantive, theoretical 
assumptions, he worked to understand the connections between theories, constructs, 
and testing.

The second was his abiding interest in values, ethics, and consequences, which 
was evident in his writing from the 1960s (Messick 1965) to the end of his career 
(Messick 1998). He recognized that values influence what we look at and what we 
see and that if we try to exclude values from our testing programs, we will tend to 
make the values implicit and unexamined. So he saw a role for values in evaluating 
the validity of both the interpretations of test scores and the uses of those scores. He 
did not advocate that the measurement community should try to impose any particu-
lar set of values, but he was emphatic and consistent in emphasizing that we should 
recognize and make public the value implications inherent in score interpretations 
and uses.

16.6  Argument-Based Approaches to Validation

Over a period of about 25 years, from the early 1960s to 1989, Messick developed 
a broad construct-based framework for validation that incorporated concerns about 
score interpretations and uses, meaning and values, scientific reasoning and ethics, 
and the interactions among these different components. As a result, the framework 
was quite complex and difficult to employ in applied settings.

Since the early 1990s, researchers have developed several related approaches to 
validation (Kane 1992, 2006, 2013a; Mislevy 2006, 2009; Mislevy et  al. 1999; 
Mislevy et al. 2003b; Shepard 1993) that have sought to streamline models of valid-
ity and to add some more explicit guidelines for validation by stating the intended 
interpretation and use of the scores in the form of an argument. The argument would 
provide an explicit statement of the claims inherent in the proposed interpretation 
and use of the scores (Cronbach 1988).

By explicitly stating the intended uses of test scores and the score interpretations 
supporting these uses, these argument-based approaches seek to identify the kinds 
of evidence needed to evaluate the proposed interpretation and use of the test scores 
and thereby to specify necessary and sufficient conditions for validation.

Kane (1992, 2006) suggested that the proposed interpretation and use of test 
scores could be specified in terms of an interpretive argument. After coming to ETS, 
he extended the argument-based framework to focus on an interpretation/use argu-
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ment (IUA), a network of inferences and supporting assumptions leading from a test 
taker’s observed performances on test tasks or items to the interpretive claims and 
decisions based on the test scores (Kane 2013a). Some of the inferences in the IUA 
would be statistical (e.g., generalization from an observed score to a universe score 
or latent variable, or a prediction of future performance); other inferences would 
rely on expert judgment (e.g., scoring, extrapolations from the testing context to 
nontest contexts); and many of the inferences might be evaluated in terms of several 
kinds of evidence.

Most of the inferences in the IUA would be presumptive in the sense that the 
inference would establish a presumption in favor of its conclusion, or claim, but it 
would not prove the conclusion or claim. The inference could include qualitative 
qualifiers (involving words such as “usually”) or quantitative qualifiers (e.g., stan-
dard errors or confidence intervals), as well as conditions under which the inference 
would not apply. The IUA is intended to represent the claims being made in inter-
preting and using scores and is not limited to any particular kind of claim.

The IUAs for most interpretations and uses would involve a chain of linked infer-
ences leading from the test performances to claims based on these performances; 
the conclusion of one inference would provide the starting point, or datum, for sub-
sequent inferences. The IUA is intended to provide a fairly detailed specification of 
the reasoning inherent in the proposed interpretation and uses of the test scores. 
Assuming that the IUA is coherent, in the sense that it hangs together, and complete, 
in the sense that it fully represents the proposed interpretation and use of the scores, 
it provides a clear framework for validation. The inferences and supporting assump-
tions in the IUA can be evaluated using evidence relevant to their plausibility. If all 
of the inferences and assumptions hold up under critical evaluation (conceptual and 
empirical), the interpretation and use can be accepted as plausible, or valid; if any 
of the inferences or assumptions fail to hold up under critical evaluation, the pro-
posed interpretation and use of the scores would not be considered valid.

An argument-based approach provides a validation framework that gives less 
attention to philosophical foundations and general concerns about the relationship 
between meaning and values than did Messick’s unified, construct-based validation 
framework, and more attention to the specific IUA under consideration. In doing so, 
an argument-based approach can provide necessary and sufficient conditions for 
validity in terms of the plausibility of the inferences and assumptions in the IUA. The 
validity argument is contingent on the specific interpretation and use outlined in the 
IUA; it is the proposed interpretation and uses that are validated and not the test or 
the test scores.

The argument-based approach recognizes the importance of philosophical foun-
dations and of the relationship between meaning and values, but it focuses on how 
these issues play out in the context of particular testing programs with a particular 
interpretation and use proposed for the test scores. The conclusions of such 
argument- based analyses depend on the characteristics of the testing program and 
the proposed interpretation and uses of the scores; the claims being based on the test 
scores are specified and the validation effort is limited to evaluating these claims.
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Chapelle et al. (2008, 2010) used the argument-based approach to analyze the 
validity of the TOEFL® test in some detail and, in doing so, provided insight into the 
meaning of the scores as well as their empirical characteristics and value implica-
tions. In this work, it is clear how the emphasis in the original conception of con-
struct validity (Cronbach and Meehl 1955) on the need for a program of validation 
research rather than a single study and Messick’s emphasis on the need to rule out 
threats to validity (e.g., construct-irrelevant variance and construct underrepresenta-
tion) play out in an argument-based approach to validation.

Mislevy (1993, 1994, 1996, 2007) focused on the role of evidence in validation, 
particularly in terms of model-based reasoning from observed performances to 
more general claims about students and other test takers. Mislevy et al. (1999, 2002, 
2003a, b) developed an ECD framework that employs argument-based reasoning. 
ECD starts with an analysis of the attributes, or constructs, of interest and the social 
and cognitive contexts in which they function and then designs the assessment to 
generate the kinds and amounts of evidence needed to draw the intended inferences. 
The ECD framework involves several stages of analysis (Mislevy and Haertel 2006; 
Mislevy et al. 1999, 2002, 2003a). The first stage, domain analysis, concentrates on 
building substantive understanding of the performance domain of interest, including 
theoretical conceptions and empirical research on student learning and performance, 
and the kinds of situations in which the performances are likely to occur. The goal 
of this first stage is to develop an understanding of how individuals interact with 
tasks and contexts in the domain.

At the second stage, domain modeling, the relationships between student charac-
teristics, task characteristics, and situational variables are specified (Mislevy et al. 
2003a, b). The structure of the assessment to be developed begins to take shape, as 
the kinds of evidence that would be relevant to the goals of the assessment are 
identified.

The third stage involves the development of a conceptual assessment framework 
that specifies the operational components of the test and the relationships among 
these components, including a student model, task models, and evidence models. 
The student model provides an abstract account of the student in terms of ability 
parameters (e.g., in an IRT model). Task models posit schemas for collecting data 
that can be used to estimate the student parameters and guidelines for task develop-
ment. The evidence model describes how student performances are to be evaluated, 
or scored, and how estimates of student parameters can be made or updated. With 
this machinery in place, student performances on a sample of relevant tasks can be 
used to draw probabilistic inferences about student characteristics.

The two dominant threads in these argument-based approaches to validation are 
the requirement that the claims to be made about test takers (i.e., the proposed inter-
pretation and use of the scores) be specified in advance, and then justified, and that 
inferences about specific test takers be supported by warrants or models that have 
been validated, using empirical evidence and theoretical rationales. The argument- 
based approaches are consistent with Messick’s unified framework, but they tend to 
focus more on specific methodologies for the validation of proposed interpretations 
and uses than did the unified framework.
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16.7  Applied Validity Research at ETS

In addition to the contributions to validity theory described above, ETS research has 
addressed numerous practical issues in documenting the validity of various score 
uses and interpretations and in identifying the threats to the validity of ETS tests. 
Relatively straightforward predictive validity studies were conducted at ETS from 
its earliest days, but ETS research also has addressed problems in broadening both 
the predictor and criterion spaces and in finding better ways of expressing the results 
of predictive validity studies. Samuel Messick’s seminal chapter in the third edition 
of Educational Measurement (Messick 1989) focused attention on the importance 
of identifying factors contributing to construct-irrelevant variance and identifying 
instances of construct underrepresentation, and numerous ETS studies have focused 
on both of these problems.

16.7.1  Predictive Validity

Consistent with the fundamental claim that tests such as the SAT test were useful 
because they could predict academic performance, predictive validity studies were 
common throughout the history of ETS.  As noted earlier, the second Research 
Bulletin published by ETS (RB-48-02) was a predictive study titled The Prediction 
of First Term Grades at Hamilton College (Frederiksen 1948). The abstract noted, 
“It was found that the best single predictor of first term average grade was rank in 
secondary school (r = .57). The combination of SAT scores with school rank was 
found to improve the prediction considerably (R = .67).” By 1949, enough predic-
tive validity studies had been completed that results of 17 such studies could be 
summarized by Allen (1949). This kind of study was frequently repeated over the 
years, but even in the very earliest days there was considerable attention to a more 
nuanced view of predictive validity from both the perspective of potential predictors 
and potential criteria. As noted, the Frederiksen study cited earlier was the second 
Research Bulletin published by ETS, but the first study published (College Board 
1948) examined the relationship of entrance test scores at the U.S. Coast Guard 
Academy to outcome variables that included both course grades and nonacademic 
ratings. On the predictor side, the study proposed that “a cadet’s standing at the 
Academy be based on composite scores based on three desirable traits: athletic abil-
ity, adaptability, and academic ability.” A follow-up study (French 1948) included 
intercorrelations of 76 measures that included academic and nonacademic tests as 
predictors and included grades and personality ratings as criteria. The conclusions 
supported the use of the academic entrance tests but noted that the nonacademic 
tests in that particular battery did not correlate with either grades or personality 
ratings.

Although there were a number of studies focusing on the prediction of first-year 
grades in the 1950s (e.g., Abelson 1952; Frederiksen et al. 1950a, b; Mollenkopf 
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1951; Schultz 1952), a number of studies went beyond that limited criterion. For 
example, Johnson and Olsen (1952) compared 1-year and 3-year predictive validi-
ties of the Law School Admissions Test in predicting grades. Mollenkopf (1950) 
studied the ability of aptitude and achievement tests to predict both first- and sec-
ond-year grades at the U.S. Naval Postgraduate School. Although the second-year 
validities were described as “fairly satisfactory,” they were substantially lower than 
the Year 1 correlations. This difference was attributed to a number of factors, includ-
ing differences in the first- and second-year curricula, lower reliability of second-
year grades, and selective dropout. Besides looking beyond the first year, these early 
studies also considered other criteria. French (1957), in a study of 12th-grade stu-
dents at 42 secondary schools, related SAT scores and scores on the Tests of 
Developed Ability (TDA) to criteria that included high school grades but also 
included students’ self-reports of their experiences and interests and estimations of 
their own abilities. In addition, teachers nominated students who they believed 
exhibited outstanding ability. The study concluded not only that the TDA predicted 
grades in physics, chemistry, biology, and mathematics but that, more so than the 
SAT, it was associated with self-reported scientific interests and experiences.

From the 1960s through the 1980s, ETS conducted a number of SAT validity 
studies that focused on routine predictions of the freshman grade point average 
(FGPA) with data provided from colleges using the College Board/ETS Validity 
Study Service as summarized by Ramist and Weiss (1990). In 1994, Ramist et al. 
(1994) produced a groundbreaking SAT validity study that introduced a number of 
innovations not found in prior work. First, the study focused on course grades, 
rather than FGPA, as the criterion. Because some courses are graded much more 
strictly than others, when grades from these courses are combined without adjust-
ment in the FGPA, the ability of the SAT to predict freshman performance is under-
estimated. Several different ways of making the adjustment were described and 
demonstrated. Second, the study corrected for the range restriction in the predictors 
caused by absence of data for the low-scoring students not admitted to college. 
(Although the range restriction formulas were not new, they had not typically been 
employed in multicollege SAT validity studies.) Third, the authors adjusted course 
grades for unreliability. Fourth, they provided analyses separately for a number of 
subgroups defined by gender, ethnicity, best language, college selectivity, and col-
lege size. When adjustments were made for multivariate range restriction in the 
predictors, grading harshness/leniency for specific courses, and criterion unreliabil-
ity, the correlation of the SAT with the adjusted grades was .64, and the multiple 
correlation of SAT and high school record with college grades was .75.

Subsequent SAT validity studies incorporated a number of these methods and 
provided new alternatives. Bridgeman et al. (2000), for example, used the course 
difficulty adjustments from the 1994 study but noted that the adjustments could be 
quite labor intensive for colleges trying to conduct their own validity studies. They 
showed that simply dividing students into two categories based on intended major 
(math/science [where courses tend to be severely graded] vs. other) recovered many 
of the predictive benefits of the complex course difficulty adjustments. In a variation 
on this theme, a later study by Bridgeman et al. (2008c) provided correlations sepa-
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rately for courses in four categories (English, social science, education, and science/
math/engineering) and focused on cumulative grades over an entire college career, 
not just the first year. This study also showed that, contrary to the belief that the SAT 
predicts only FGPA, predictions of cumulative GPA over 4 or 5 years are similar to 
FGPA predictions.

16.7.2  Beyond Correlations

From the 1950s through the early 2000s, the predictive validity studies for the major 
admissions testing programs (e.g., SAT, the GRE® test, GMAT) tended to rely on 
correlations to characterize the relationship between test scores and grades. Test 
critics would often focus on unadjusted correlations (typically around .30). Squaring 
this number to get “variance accounted for,” the critics would suggest that a test that 
explained less than 10% of the variance in grades must be of very little practical 
value (e.g., Fairtest 2003). To counter this perception, Bridgeman and colleagues 
started supplementing correlational results by showing the percentage of students 
who would succeed in college at various score levels (e.g., Bridgeman et al. 2008a, 
b, c; Cho and Bridgeman 2012). For example, in one study, 12,529 students at mod-
erately selective colleges who had high school GPAs of at least 3.7 were divided 
into groups based on their combined Verbal and Mathematics SAT scores (Bridgeman 
et al. 2008a). Although college success can be defined in many different ways, this 
study defined success relatively rigorously as achieving a GPA of 3.5 or higher at 
the end of the college career. For students with total SAT scores (verbal + mathe-
matics) of 1000 or lower, only 22% had achieved this level of success, whereas 73% 
of students in the 1410–1600 score category had finished college with a 3.5 or 
higher. Although SAT scores explained only about 12% of the variance in the over-
all group (which may seem small), the difference between 22% and 73% is substan-
tial. This general approach to meaningful presentation of predictive validity results 
was certainly not new; rather, it is an approach that must be periodically rediscov-
ered. As Ben Schrader noted in 1965,

during the past 60 years, correlation and regression have come to occupy a central position 
in measurement and research…. Psychologists and educational researchers use these meth-
ods with confidence based on familiarity. Many persons concerned with research and test-
ing, however, find results expressed in these terms difficult or impossible to interpret, and 
prefer to have results expressed in more concrete form. (p. 29)

He then went on to describe a method using expectancy tables that showed how 
standing on the predictor, in terms of fifths, related to standing on the criterion, also 
in terms of fifths. He used scores on the Law School Admission Test as the predictor 
and law school grades as the criterion. Even the 1965 interest in expectancy tables 
was itself a rediscovery of their explanatory value. In their study titled “Prediction 
of First Semester Grades at Kenyon College, 1948–1949,” Frederiksen et al. (1950a) 
included an expectancy table that showed the chances in 100 that a student would 
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earn an average of at least a specified letter grade given a predicted grade based on 
a combination of high school rank and SAT scores. For example, for a predicted 
grade of B, the chance in 100 of getting at least a C+ was 88, at least a B was 50, 
and at least an A− was 12.

Despite the appeal of the expectancy table approach, it lay dormant until modest 
graphical extensions of Schrader’s ideas were again introduced in 2008 and beyond. 
An example of this more graphical approach is in Fig. 16.2 (Bridgeman et al. 2008a, 
p. 10). Within each of 24 graduate biology programs, students were divided into 
quartiles based on graduate grades and into quartiles based on combined GRE ver-
bal and quantitative scores. These results were then aggregated across the 24 pro-
grams and graphed. The graph shows that almost three times as many students with 
top quartile GRE scores were in the high-GPA category (top quartile) compared to 
the number of high-GPA students in the bottom GRE quartile.

The same report also used a graphical approach to show a kind of incremental 
validity information. Specifically, the bottom and top quartiles in each department 
were defined in terms of both undergraduate grade point average (UGPA) and GRE 
scores. Then, within the bottom UGPA quartile, students with top or bottom GRE 
scores could be compared (and similarly for the top UGPA quartile). Because gradu-
ate grades tend to be high, success was defined as achieving a 4.0 grade average. 
Figure  16.3 indicates that, even within a UGPA quartile, GRE scores matter for 
identifying highly successful students (i.e., the percentage achieving a 4.0 average).

16.7.3  Construct-Irrelevant Variance

The construct-irrelevant factors that can influence test scores are almost limitless. A 
comprehensive review of all ETS studies related to construct-irrelevant variance 
would well exceed the space limitations in this document; rather, a sampling of 
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studies that explore various aspects of construct-irrelevant variance is presented. 
Research on one source of irrelevant variance, coaching, is described in a separate 
chapter by Donald Powers (Chap. 17, this volume).

16.7.3.1  Fatigue Effects

The potential for test-taker fatigue to interfere with test scores was already a con-
cern in 1948, as suggested by the title of ETS Research Memorandum No. 48-02 by 
Tucker (1948), Memorandum Concerning Study of Effects of Fatigue on Afternoon 
Achievement Test Scores Due to Scholastic Aptitude Test Being Taken in the Morning. 
A literature review on the effects of fatigue on test scores completed in 1966 reached 
three conclusions:

1) Sufficient evidence exists in the literature to discount any likelihood of physiological 
consequences to the development of fatigue during a candidate’s taking the College Board 
SAT or Achievement Tests; 2) the decline in feeling-tone experienced by an individual is 
often symptomatic of developing fatigue, but this decline does not necessarily indicate a 
decline in the quantity or quality of work output; and 3) the amount of fatigue that develops 
as a result of mental work is related to the individual’s conception of, and attitude and moti-
vation toward, the task being performed. (Wohlhueter 1966, Abstract)

A more recent experimental study conducted when the SAT was lengthened by the 
addition of the writing section reached a similar conclusion: “Results indicated that 
while the extended testing time for the new SAT may cause test takers to feel 
fatigued, fatigue did not affect test taker performance” (Liu et al. 2004, Abstract).

16.7.3.2  Time Limits

If a test is designed to assess speed of responding, then time limits merely enforce 
construct-relevant variance. But if the time limit is imposed primarily for adminis-
trative convenience, then a strict time limit might not be construct relevant. On one 
hand, an early study on the influence of timing on Cooperative Reading Test scores 
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suggested no significant changes in means or standard deviations with extended 
time (Frederiksen 1951). On the other hand, Lord (1953, Abstract) concluded that 
“unspeeded (power) tests are more valid” based on a study of 649 students at one 
institution. Evans (1980) created four SAT-like test forms that were administered in 
one of three speededness conditions: normal, speeded, and unspeeded. Degree of 
speededness affected scores but did not interact with gender or ethnicity. The tech-
nical handbook for the SAT by Donlon (1984) indicated that the speed with which 
students can answer the questions should play only a very minor role in determining 
scores. A study of the impact of extending the amount of time allowed per item on 
the SAT concluded that there were some effects of extended time (1.5 times regular 
time); average gains for the verbal score were less than 10 points on the 200–800 
scale and about 30 points for the mathematics scores (Bridgeman et al. 2004b). But 
these effects varied considerably depending on the ability level of the test taker. 
Somewhat surprisingly, for students with SAT scores of 400 or lower, extra time had 
absolutely no impact on scores. Effects did not interact with either gender or ethnic-
ity. Extended time on the GRE was similarly of only minimal benefit with an aver-
age increase of 7 points for both verbal and quantitative scores on the 200–800 scale 
when the time limit was extended to 1.5 times standard time (Bridgeman et  al. 
2004a).

When new tests are created or existing tests are modified, appropriate time limits 
must be set. A special timing study was conducted when new item types were to be 
introduced to the SAT to provide an estimate of the approximate amount of time 
required to answer new and existing item types (Bridgeman and Cahalan 2007). The 
study used three approaches to estimate the amount of time needed to answer ques-
tions of different types and difficulties: (a) Item times were automatically recorded 
from a computer-adaptive version of the SAT, (b) students were observed from 
behind a one-way mirror in a lab setting as they answered SAT questions under 
strict time limits and the amount of time taken for each question was recorded, and 
(c) high school students recorded the amount of time taken for test subsections that 
were composed of items of a single type. The study found that the rules of thumb 
used by test developers were generally accurate in rank ordering the item types from 
least to most time consuming but that the time needed for each question was higher 
than assumed by test developers.

Setting appropriate time limits that do not introduce construct-irrelevant variance 
is an especially daunting challenge for evaluating students with disabilities, as 
extended time is the most common accommodation for these students. Evaluating 
the appropriateness of extended time limits for students with disabilities has been 
the subject of several research reports (e.g., Cahalan et  al. 2006; Packer 1987; 
Ragosta and Wendler 1992) as well as receiving considerable attention in the book 
Testing Handicapped People (Willingham et al. 1988).

Setting appropriate time limits on a computer-adaptive test (CAT) in which dif-
ferent students respond to different items can be especially problematic. Bridgeman 
and Cline (2000) showed that when the GRE was administered as a CAT, items at 
the same difficulty level and meeting the same general content specifications could 
vary greatly in the time needed to answer them. For example, a question assessing 
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the ability to add numbers with negative exponents could be answered very quickly 
while a question at the same difficulty level that required the solution of a pair of 
simultaneous equations would require much more time even for very able students. 
Test takers who by chance received questions that could be answered quickly would 
then have an advantage on a test with relatively strict time limits. Furthermore, run-
ning out of time on a CAT and guessing to avoid the penalty for an incomplete test 
can have a substantial impact on the test score because the CAT scoring algorithm 
assumed that an incorrect answer reflected a lack of ability and not an unlucky guess 
(Bridgeman and Cline 2004). A string of unlucky guesses at the end of the GRE 
CAT (because the test taker ran out of time and had to randomly respond) could 
lower the estimated score by more than 100 points (on a 200–800 scale) compared 
to the estimated score when the guessing began.

16.7.3.3  Guessing

Guessing can be a source of construct-irrelevant variance because noise is added to 
measurement precision when test takers answer correctly by guessing but actually 
know nothing about the answer (Wendler and Walker 2006). Corrections for guess-
ing often referred to as formula scoring attempt to limit this irrelevant variance by 
applying a penalty for incorrect answers so that answering incorrectly has more 
negative consequences than merely leaving a question blank. For example, with the 
five-option multiple-choice questions on the SAT (prior to 2016), a test taker 
received 1 point for a correct answer and 0 points for an omitted answer, and one- 
fourth of a point was subtracted for each incorrect answer. (The revised SAT intro-
duced in 2016 no longer has a correction for guessing.) By the time ETS was 
founded, there were already more than 20 years of research on the wisdom and 
effects of guessing corrections. Freeman (1952) surveyed this research and observed,

At the outset, it may be stated that the evidence is not conclusive. While much that is signifi-
cant has been written about the theoretical need to correct for guessing, and about the psy-
chological and instructional value of such a correction, the somewhat atomistic, or at least 
uncoordinated, research that has been done during the last 25 years fails to provide an 
answer that can be generalized widely. (p. 1)

More than 60 years later, research is still somewhat contradictory and a definitive 
answer is still illusive. Lord (1974) argued that under certain assumptions, formula 
scoring is “clearly superior” to number-right scoring, though it remains unclear how 
often those assumptions are actually met. Angoff (1987) conducted an experimental 
study with different guessing instructions for SAT Verbal items and concluded, 
“Formula scoring is not disadvantageous to students who are less willing to guess 
and attempt items when they are not sure of the correct answer” (abstract). 
Conversely, some individuals and population subgroups may differ in their willing-
ness to guess so that conclusions based on averages in the population as a whole 
may not be valid for all people. Rivera and Schmitt (1988), for example, noted a 
difference in willingness to guess on the part of Hispanic test takers, especially 
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Mexican Americans. Beginning in the 1981–1982 test year, the GRE General Test 
dropped formula scoring and became a rights-only scored test, but the GRE Subject 
Tests retained formula scoring. In 2011, the Advanced Placement® (AP®) test pro-
gram dropped formula scoring and the penalty for incorrect answers. At the end of 
2014, the SAT was still using formula scoring, but the announcement had already 
been made that the revised SAT would use rights-only scoring.

16.7.3.4  Scoring Errors

Any mistakes made in scoring a test will contribute to irrelevant variance. Although 
the accuracy of machine scoring of multiple-choice questions is now almost taken 
for granted, early in the history of ETS, there were some concerns with the quality 
of the scores produced by the scanner. Note that the formula scoring policy put 
special demands on the scoring machine because omitted answers and incorrect 
answers were treated differently. The machine needed to determine if a light mark 
was likely caused by an incomplete erasure (indicating intent to omit) or if the rela-
tively light mark was indeed the intended answer. The importance of the problem 
may be gauged by the status of the authors, Fan, Lord, and Tucker, who devised “a 
system for reducing the number of errors in machine-scoring of multiple-choice 
answer sheets” (Fan et  al. 1950, Abstract). Measuring and reducing rater-related 
scoring errors on essays and other constructed responses were also of very early 
concern. A study of the reading reliability of the College Board English Composition 
test was completed in 1948 (Aronson 1948; ETS 1948). In the following years, 
controlling irrelevant variance introduced by raters of constructed responses 
(whether human or machine) was the subject of a great deal of research, which is 
discussed in another chapter (Bejar, Chap. 18, this volume).

16.7.4  Construct Underrepresentation

Whereas construct-irrelevant variance describes factors that should not contribute to 
test scores, but do, construct underrepresentation is the opposite—failing to include 
factors in the assessment that should contribute to the measurement of a particular 
construct. If the purpose of a test or battery of tests is to assess the likelihood of 
success in college (i.e., the construct of interest), failure to measure the noncogni-
tive skills that contribute to such success could be considered a case of construct 
underrepresentation. As noted, from the earliest days of ETS, there was interest in 
assessing more than just verbal and quantitative skills. In 1948, the organization’s 
first president, Chauncey, called for a “Census of Abilities” that would assess attri-
butes that went beyond just verbal and quantitative skills to include “personal quali-
ties, … drive (energy), motivation (focus of energy), conscientiousness, … ability to 
get along with others” (Lemann 1995, p. 84). From 1959 to 1967, ETS had a per-
sonality research group headed by Samuel Messick. The story of personality 
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research at ETS is described in two other chapters (Kogan, Chap. 14, this volume; 
Stricker, Chap. 13, this volume).

Despite the apparent value of broadening the college-readiness construct beyond 
verbal and quantitative skills, the potential of such additional measures as a part of 
operational testing programs needed to be rediscovered from time to time. 
Frederiksen and Ward (1978) described a set of tests of scientific thinking that were 
developed as potential criterion measures, though they could also be thought of as 
additional predictors. The tests assessed both quality and quantity of ideas in formu-
lating hypotheses and solving methodological problems. In a longitudinal study of 
3,500 candidates for admission to graduate programs in psychology, scores were 
found to be related to self-appraisals of professional skills, professional accom-
plishments in collaborating in research, designing research apparatus, and publish-
ing scientific papers. In a groundbreaking article in the American Psychologist, 
Norman Frederiksen (1984) expanded the argument for a broader conception of the 
kinds of skills that should be assessed. In the article, titled “The Real Test Bias: 
Influences of Testing on Teaching and Learning,” Frederiksen argued that

there is evidence that tests influence teacher and student performance and that multiple- 
choice tests tend not to measure the more complex cognitive abilities. The more economical 
multiple-choice tests have nearly driven out other testing procedures that might be used in 
school evaluation. (Abstract)

Another article, published in the same year, emphasized the critical role of social 
intelligence (Carlson et al. 1984). The importance of assessing personal qualities in 
addition to academic ability for predicting success in college was further advanced 
in a multiyear, multicampus study that was the subject of two books (Willingham 
1985; Willingham and Breland 1982). This study indicated the importance of 
expanding both the predictor and criterion spaces. The study found that if the only 
criterion of interest is academic grades, SAT scores and high school grades appear 
to be the best available predictors, but, if criteria such as leadership in school activi-
ties or artistic accomplishment are of interest, the best predictors are previous suc-
cesses in those areas.

Baird (1979) proposed a measure of documented accomplishments to provide 
additional evidence for graduate admissions decisions. In contrast to a simple listing 
of accomplishments, documented accomplishments require candidates to provide 
verifiable evidence for their claimed accomplishments. The biographical inventory 
developed in earlier stages was evaluated in 26 graduate departments that repre-
sented the fields of English, biology, and psychology. Responses to the inventory 
were generally not related to graduate grades, but a number of inventory responses 
reflecting preadmission accomplishments were significantly related to accomplish-
ments in graduate school (Baird and Knapp 1981). Lawrence Stricker and col-
leagues further refined measures of documented accomplishments (Stricker et al. 
2001).
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Moving into the twenty-first century, there was rapidly increasing interest in 
noncognitive assessments (Kyllonen 2005), and a group was established at ETS to 
deal specifically with these new constructs (or to revisit older noncognitive con-
structs that in earlier years had failed to gain traction in operational testing pro-
grams). The label “noncognitive” is not really descriptive and was a catch-all that 
included any assessment that went beyond the verbal, quantitative, writing, and sub-
ject matter skills and knowledge that formed the backbone of most testing programs 
at ETS. Key noncognitive attributes include persistence, dependability, motivation, 
and teamwork. One measure that was incorporated into an operational program was 
the ETS® Personal Potential Index (ETS® PPI) service, which was a standardized 
rating system in which individuals who were familiar with candidates for graduate 
school, such as teachers or advisors, could rate core personal attributes: knowledge 
and creativity, resilience, communication skills, planning and organization, team-
work, and ethics and integrity. All students who registered to take the GRE were 
given free access to the PPI and a study was reported that demonstrated how the 
diversity of graduate classes could be improved by making the PPI part of the selec-
tion criteria (Klieger et al. 2013). Despite its potential value, the vast majority of 
graduate schools were reluctant to require the PPI, at least in part because they were 
afraid of putting in place any additional requirements that they thought might dis-
courage applicants, especially if their competition did not have a similar require-
ment. Because of this very low usage, ETS determined that the resources needed to 
support this program could be better used elsewhere and, in 2015, announced the 
end of the PPI as part of the GRE program. This announcement certainly did not 
signal an end to interest in noncognitive assessments. A noncognitive assessment, 
the SuccessNavigator® assessment, which was designed to assist colleges in making 
course placement decisions, was in use at more than 150 colleges and universities in 
2015. An ongoing research program provided evidence related to placement validity 
claims, reliability, and fairness of the measure’s scores and placement recommenda-
tions (e.g., Markle et al. 2013; Rikoon et al. 2014).

The extent to which writing skills are an important part of the construct of readi-
ness for college or graduate school also has been of interest for many years. Although 
a multiple-choice measure of English writing conventions, the Test of Standard 
Written English, was administered along with the SAT starting in 1977, it was seen 
more as an aid to placement into English classes than as part of the battery intended 
for admissions decisions. Rather than the 200–800 scale used for Verbal and 
Mathematics tests, it had a truncated scale running from 20 to 60. By 2005, the 
importance of writing skills to college preparedness was recognized by inclusion of 
a writing score based on both essay and multiple-choice questions and reported on 
the same 200–800 scale as Verbal and Mathematics. Starting in the mid-1990s, sep-
arately scored essay-based writing sections became a key feature of high-stakes 
admissions tests at ETS, starting with the GMAT, then moving on to the GRE and 
the TOEFL iBT® test. A major reason for the introduction of TOEFL iBT in 2005 
was to broaden the academic English construct assessed (i.e., reduce the construct 
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underrepresentation) by adding sections on speaking and writing skills. By 2006, 
the TOEIC® tests, which are designed to evaluate English proficiency in the work-
place, were also offering an essay section.

The importance of writing in providing adequate construct representation was 
made clear for AP tests by the discovery of nonequivalent gender differences on the 
multiple-choice and constructed-response sections of many AP tests (Mazzeo et al. 
1993). That finding meant that a different gender mix of students would be granted 
AP credit depending on which item type was given more weight, including if only 
one question type was used. Bridgeman and Lewis (1994) noted that men scored 
substantially higher than women (by about half of a standard deviation) on multiple-
choice portions of AP history examinations but that women and men scored almost 
the same on the essays and that women tended to get slightly higher grades in their 
college history courses. Furthermore, the composite of the multiple- choice and 
essay sections provided better prediction of college history grades than either sec-
tion by itself for both genders. Thus, if the construct were underrepresented by a 
failure to include the essay section, not only would correlations have been lower but 
substantially fewer women would have been granted AP credit. Bridgeman and 
McHale (1998) performed a similar analysis for the GMAT, demonstrating that the 
addition of the essay would create more opportunities for women.

16.8  Fairness as a Core Concern in Validity

Fairness is a thread that has run consistently through this chapter because, as 
Turnbull (1951) and others have noted, the concepts of fairness and validity are very 
closely related. Also noted at a number of points in this chapter, ETS has been 
deeply concerned about issues of fairness and consequences for test takers as indi-
viduals throughout its existence, and these concerns have permeated its operational 
policies and its research program (Bennett, Chap. 1, this volume; Messick 1975, 
1989, 1994a, 1998, 2000; Turnbull 1949, 1951). However, with few exceptions, 
measurement professionals paid little attention to fairness across groups until the 
1960s (D.R. Green 1982), when this topic became a widespread concern among test 
developers and many test publishers instituted fairness reviews and empirical analy-
ses to promote item and test fairness (Zieky 2006).

Messick’s (1989) fourfold analysis of the evidential and consequential bases of 
test score interpretations and uses gave a lot of attention to evaluations of the fair-
ness and overall effectiveness of testing programs in achieving intended outcomes 
and in minimizing unintended negative consequences. As indicated earlier, ETS 
researchers have played a major role in developing statistical models and methodol-
ogy for identifying and controlling likely sources of construct-irrelevant variance 
and construct underrepresentation and thereby promoting fairness and reducing 
bias. In doing so, they have tried to clarify how the evaluation of consequences fits 
into a more general validation framework.
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Frederiksen (1984, 1986) made the case that objective (multiple-choice) formats 
tended to measure a subset of the skills important for success in various contexts but 
that reliance on that format could have a negative, distorting effect on instruction. 
He recalled that, while conducting validity studies during the Second World War, he 
was surprised that reading comprehension tests and other verbal tests were the best 
predictors of grades in gunner’s mate school. When he later visited the school, he 
found that the instruction was mostly lecture–demonstration based on the content of 
manuals, and the end-of-course tests were based on the lectures and manuals. 
Frederiksen’s group introduced performance tests that required students to service 
real guns, and grades on the end-of-course tests declined sharply. As a result, the 
students began assembling and disassembling guns, and the instructors “moved out 
the classroom chairs and lecture podium and brought in more guns and gunmounts” 
(Frederiksen 1984, p. 201). Scores on the new performance tests improved. In addi-
tion, mechanical aptitude and knowledge became the best predictors of grades:

No attempt was made to change the curriculum or teacher behavior. The dramatic changes 
in achievement came about solely through a change in the tests. The moral is clear: It is 
possible to influence teaching and learning by changing the tests of achievement. (p. 201)

Testing programs can have dramatic systemic consequences, positive or negative.
Negative consequences count against a decision rule (e.g., the use of a cut score), 

but they can be offset by positive consequences. A program can have substantial 
negative consequences and still be acceptable, if the benefits outweigh those costs. 
Negative consequences that are not offset by positive consequences tend to render a 
decision rule unacceptable (at least for stakeholders who are concerned about these 
consequences).

In reviewing a National Academy of Sciences report on ability testing (Wigdor 
and Garner 1982), Messick (1982b) suggested that the report was dispassionate and 
wise but that it “evinces a pervasive institutional bias” (p. 9) by focusing on com-
mon analytic models for selection and classification, which emphasize the intended 
outcomes of the decision rule:

Consider that, for the most part, the utility of a test for selection is appraised statistically in 
terms of the correlation coefficient between the test and the criterion … but this correlation 
is directly proportional to the obtained gains over random selection in the criterion perfor-
mance of the selected group…. Our traditional statistics tend to focus on the accepted group 
and on minimizing the number of poor performers who are accepted, with little or no atten-
tion to the rejected group or those rejected individuals who would have performed ade-
quately if given the chance. (p. 10)

Messick went on to suggest that “by giving primacy to productivity and efficiency, 
the Committee simultaneously downplays the significance of other important goals 
in education and the workplace” (p. 11). It is certainly appropriate to evaluate a 
decision rule in terms of the extent to which it achieves the goals of the program, but 
it is also important to attend to unintended effects that have potentially serious 
consequences.

Holland (1994) and Dorans (2012) have pointed out that that different stakehold-
ers (test developers, test users, test takers) can have very different but legitimate 
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perspectives on testing programs and on the criteria to be used in evaluating the 
programs. For some purposes and in some contexts, it is appropriate to think of test-
ing programs primarily as measurement procedures designed to produce accurate 
and precise estimates of some variable of interest; within this measurement perspec-
tive (Dorans 2012; Holland 1994), the focus is on controlling potential sources of 
random error and potential sources of bias (e.g., construct-irrelevant score variance, 
construct underrepresentation, method effects). However, in any applied context, 
additional considerations are relevant. For example, test takers often view testing 
programs as contests in which they are competing for some desired outcome, and 
whether they achieve their goal or not, they want the process to be fair; Holland 
(1994) and Dorans (2012) referred to this alternate, and legitimate, point of view as 
the contest perspective.

A pragmatic perspective (Kane 2013b) focuses on how well the program, as 
implemented, achieves its goals and avoids unintended negative effects. The prag-
matic perspective is particularly salient for testing programs that serve as the bases 
for high-stakes decisions in public contexts. To the extent that testing programs play 
important roles in the public arena, their claims need to be justified. The pragmatic 
perspective is particularly concerned about fairness but also values objectivity 
(defined as the absence of subjectivity or preference) as a core concern; decision 
makers want testing procedures to be clearly relevant, fair, and practical. In general, 
it is important to evaluate how well testing programs work in practice, in the con-
texts in which they are operating (e.g., as the basis for decisions in employment, in 
academic selection, in placement, in licensure and certification). Testing programs 
can have strong effects on individuals and institutions, both positive and negative 
(Frederiksen 1984). The pragmatic perspective suggests identifying those effects 
and explicitly weighing them against one another in considering the value, or func-
tional worth, of a testing program.

16.9  Concluding Remarks

ETS has been heavily involved in the development of validity theory, the creation of 
models for validation, and the practice of validation since the organization’s cre-
ation. All of the work involved in designing and developing tests, score scales, and 
the materials and procedures involved in reporting and interpreting scores contrib-
utes to the soundness and plausibility of the results. Similarly, all of the research 
conducted on how testing programs function, on how test scores are used, and on 
the impact of such uses on test takers and institutions contributes to the evaluation 
of the functional worth of programs.

This chapter has focused on the development of validity theory, but the theory 
developed out of a need to evaluate testing programs in appropriate ways, and there-
fore it has been based on the practice of assessment. At ETS, most theoretical inno-
vations have come out of perceived needs to solve practical problems, for which the 
then current theory was inadequate or unwieldy. The resulting theoretical frame-
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works may be abstract and complex, but they were suggested by practical problems 
and were developed to improve practice.

This chapter has been organized to reflect a number of major developments in the 
history of validity theory and practice. The validity issues and validation models 
were developed during different periods, but the fact that a new issue or model 
appeared did not generally lead to a loss of interest in the older topics and models. 
The issues of fairness and bias in selection and admissions were topics of interest in 
the early days of ETS; their conceptualization and work on them were greatly 
expanded in the 1960s and 1970s, and they continue to be areas of considerable 
emphasis today. Although the focus has shifted and the level of attention given to 
different topics has varied over time, the old questions have neither died nor faded 
away; rather, they have evolved into more general and sophisticated analyses of the 
issues of meaning and values that test developers and users have been grappling 
with for longer than a century.

Messick shaped validity theory in the last quarter of the twentieth century; there-
fore this chapter on ETS’s contributions has given a lot of attention to his views, 
which are particularly comprehensive and complex. His unified, construct-based 
framework assumes that “validation in essence is scientific inquiry into score mean-
ing—nothing more, but also nothing less” (Messick 1989, p. 56) and that “judging 
validity in terms of whether a test does the job it is employed to do … requires 
evaluation of the intended or unintended social consequences of test interpretation 
and use” (pp. 84–85). Much of the work on validity theory at the beginning of the 
twenty-first century can be interpreted as attempts to build on Messick’s unified, 
construct-based framework, making it easier to apply in a straightforward way so 
that tests can be interpreted and used to help achieve the goals of individuals, educa-
tion, and society.
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Chapter 17
Understanding the Impact of Special 
Preparation for Admissions Tests

Donald E. Powers

By examining unique developments and singular advancements, it is possible to sort 
the history of educational and psychological testing into a number of distinct phases. 
One topic that seems to permeate all stages, however, is the question of how best to 
prepare for such tests. This chapter documents some of Educational Testing 
Service’s (ETS’s) contributions to understanding the role of test preparation in the 
testing process. These contributions include (a) analyzing key features of test prepa-
ration, (b) understanding the effects of various sorts of preparation on test perfor-
mance, and (c) devising tests that will yield meaningful scores in the face of both 
legitimate as well as questionable attempts to improve test-taker performance. The 
chapter begins with a definition of special test preparation and then elaborates on its 
significance. Next, it examines the nature of interest in the topic. Finally, it explores 
ETS Research and Development (R&D) contributions to explicating the issues 
associated with special test preparation.

17.1  Definitions

The first issue that one encounters when discussing test preparation is terminology. 
This terminology applies both to the tests that are involved and to the kinds of 
preparation that are directed at test takers. Most of the research described below 
pertains to several tests that are designed to measure academic abilities (e.g., verbal 
and quantitative reasoning abilities) that develop relatively slowly over a significant 

This chapter was originally published in 2012 by Educational Testing Service as a research report 
in the ETS R&D Scientific and Policy Contributions Series.

D.E. Powers (*) 
Educational Testing Service, Princeton, NJ, USA
e-mail: dpowers@ets.org

mailto:dpowers@ets.org


554

period of time. This improvement occurs as a result of both formal schooling as well 
as other less formal experiences outside of school. Thus, to varying degrees, all 
students who take these kinds of tests receive highly relevant (but certainly differen-
tially effective) preparation that should improve the skills and abilities being tested.

With respect to preparation, we have chosen here to use the word special to refer 
to a particular category of test preparation that focuses on readying test takers for a 
specific test. This special preparation may be of different sorts. For example, test 
familiarization is designed to ensure that prospective test takers are well versed in 
the general skills required for test taking and to help them gain familiarity with the 
procedures that are required to take a particular test. This type of preparation may 
entail, for instance, exposing test takers to the kinds of item formats they will 
encounter, making certain that they know when to guess, and helping them learn to 
apportion their time appropriately. Special preparation of this sort is generally 
regarded as desirable, as it presumably enables individuals to master the mechanics 
of test taking, thereby freeing them to focus on, and accurately demonstrate, the 
skills and abilities that are being assessed.

Coaching, on the other hand, has had a decidedly more negative connotation 
insofar as it is typically associated with short-term efforts aimed at teaching test- 
taking strategies or “tricks” to enable test takers to “beat the test;” that is, to take 
advantage of flaws in the test or in the testing system (e.g., never choose a particular 
answer choice if a question has these characteristics…). As Messick (1982) has 
noted, however, the term coaching has often been used in a variety of ways. At one 
extreme, it may signify short-term cramming and practice on sample item types, 
while on the other it may denote long-term instruction designed to develop the skills 
and abilities that are being tested. In practice, the distinctions among (a) relevant 
instruction, (b) test familiarization, and (c) coaching are sometimes fuzzy, as many 
programs contain elements of each type of preparation.

17.1.1  Significance of Special Test Preparation

Messick (1982) noted three ways in which special preparation may improve test 
scores. Each of these ways has a very different implication for score use. First, like 
real instruction, some types of special test preparation may genuinely improve the 
skills and abilities being tested, thereby resulting in higher test scores also. This 
outcome should have no detrimental effect on the validity of scores.

Second, some special test preparation (or familiarization) may enhance general 
test-taking skills and reduce test anxiety, thereby increasing test scores that may 
otherwise have been inaccurately low indicators of test takers’ true abilities. Insofar 
as this kind of preparation reduces or eliminates unwanted sources of test difficulty, 
it should serve only to improve score validity.

The third possibility is that if it entails the teaching of test-taking tricks or other 
such strategies, special test preparation may increase test scores without necessarily 
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improving the underlying abilities that are being assessed. A likely result is inac-
curately high test scores and diminished score validity.

Finally, along with score validity, equity is often at issue in special test prepara-
tion, as typically not all students have equal opportunity to benefit in the ways 
described above. If special preparation is effective, its benefits may accrue only to 
those who can afford it.

17.1.2  Interest in Special Test Preparation

At first blush, the issue of special test preparation might seem to be of interest 
mainly to a relatively small group of test developers and psychometricians. 
Historically, however, attention to this topic has been considerably more wide-
spread. Naturally, test takers (and for some tests, their parents) are concerned with 
ensuring that they are well prepared to take any tests that have high-stakes conse-
quences. However, other identifiable groups have also shown considerable interest 
in the topic.

For instance, concern is clearly evident in the professional community. The cur-
rent version of the Standards for Educational and Psychological Testing ( American 
Educational Research Association, American Psychological Association, and 
National Council on Measurement in Education 2014) suggests a need to establish 
the degree to which a test is susceptible to improvement from special test prepara-
tion (Standard 1.7: “If test performance, or a decision made therefrom, is claimed to 
be essentially unaffected by practice and coaching, then the propensity for test per-
formance to change with these forms of instruction should be documented,” p. 24). 
In addition, a previous edition of Educational Measurement (Linn 1989), perhaps 
the most authoritative work on educational testing, devoted an entire chapter to 
special test preparation (Bond 1989).

General public interest is apparent also, as coaching has been the subject of 
numerous articles in the popular media (e.g., “ETS and the Coaching Cover Up,” 
Levy 1979). One study of the effects of coaching (Powers and Rock 1999) was even 
a topic of discussion on a prominent national television show when the host of the 
Today Show, Matt Lauer, interviewed College Board Vice President Wayne Camara.

Besides being of general interest to the public, ETS coaching studies have also 
had a major impact on testing policy and practice. For example, in the early 1980s 
a previously offered section of the GRE® General Test (the analytical ability mea-
sure) was changed radically on the basis of the results of a GRE Board-sponsored 
test preparation study (Powers and Swinton 1984).

As a final indication of the widespread interest in the topic, in the late 1970s the 
U.S. Federal Trade Commission (FTC) became so troubled by the possibly mislead-
ing advertising of commercial coaching companies that it launched a major national 
investigation of the efficacy of such programs (Federal Trade Commission 1978, 
1979). As described below, ETS contributed in several ways to this effort.
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17.2  Studying the Effects of Special Test Preparation

What follows is an account of several key ETS contributions to understanding the 
role and effects of special test preparation. The account is organized within each of 
the two major testing programs on which special test preparation research has con-
centrated, the SAT® test and the GRE General Test.

17.2.1  The SAT

17.2.1.1  The College Board Position

The effectiveness of special test preparation has long been a contentious issue. 
Perhaps a reasonable place to begin the discussion is with the publication of the 
College Board’s stance on coaching, as proclaimed by the Board’s trustees in Effects 
of Coaching on Scholastic Aptitude Test Scores (College Entrance Examination 
Board 1965). This booklet summarized the (then) relatively few, mostly ETS-
sponsored studies of coaching for the SAT (e.g., Dyer 1953, and French and Dear 
1959) and concluded, “... the magnitude of gains resulting from coaching vary 
slightly, but they are always small ...” (p. 4), the average gain being fewer than 10 
points on the 200-800 SAT scale.

17.2.1.2  Early Studies

The first significant challenge to the Board’s stance seems to have come with the 
completion of a study by ETS researchers Evans and Pike (1973), who demon-
strated that two SAT quantitative item types being considered for inclusion in the 
SAT were susceptible to improvement through special preparation—in particular, to 
the Saturday morning test preparation classes that the researchers designed for 
implementation over a 7-week period. The researchers’ best estimate of effects was 
about 25 points on the 200–800 SAT Math (SAT-M) scale.

Besides the significant program of instruction that Evans and Pike developed, 
another particularly noteworthy aspect of this effort was the researchers’ ability to 
implement a true experimental design. Students were randomly assigned to either 
(a) one of three treatment groups, each of which focused specifically on a different 
item type, or (b) a comparison condition that involved only more general test-taking 
skills. Previously, virtually no such studies had successfully carried out a true 
experiment.

At least partly because of the Evans and Pike (1973) study, interest also increased 
in the effects of special preparation for the verbal section of the SAT. The College 
Board subsequently funded ETS researchers to study the effectiveness of special 
secondary school programs geared to improving SAT Verbal (SAT-V) scores 
(Alderman and Powers 1980). A contribution here was that instead of relying on 
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strictly observational methods or quasi-experimental designs, the investigators were 
able, through careful collaboration with a set of secondary schools, to exert a rea-
sonably strong degree of experimental control over existing special preparation pro-
grams, assigning students randomly to treatment or control groups. This task was 
accomplished, for example, by taking advantage of demand for preparation that, in 
some cases, exceeded the schools’ ability to offer it. In other cases, it was possible 
to simply delay preparation for randomly selected students. The results suggested 
that secondary school programs can affect SAT-V scores, albeit modestly, increas-
ing them by about 4–16 points on the 200–800 SAT-V scale.

17.2.1.3  Test Familiarization

About the same time, the College Board, realizing the need to ensure that all test 
takers were familiar with the SAT, developed a much more extensive information 
bulletin than had been available previously. The new booklet, called Taking the SAT, 
contained extensive information about the test and about test-taking strategies, a 
review of math concepts, and a full-length practice SAT.  Much to its credit, the 
Board was interested not only in offering the more extensive preparation material, 
but also in learning about its impact, and so it commissioned a study to assess the 
booklet’s effects on both test-taking behavior and test scores (Powers and Alderman 
1983). The study was an experiment in which a randomly selected group of SAT 
registrants received a prepublication version of the new booklet. Subsequently, their 
test performance was compared with that of an equivalent randomly selected group 
of test takers who had not received the booklet. (Only high school juniors were 
included in the study, partly to ensure that, should the booklet prove effective in 
increasing scores, all students in the cohort would have the opportunity to benefit 
from it before they graduated.)

The results showed increases in knowledge of appropriate test-taking behavior 
(e.g., when to guess), decreased anxiety, and increased confidence. There were no 
statistically significant effects on SAT-V scores but a small, significant effect on 
SAT-M scores of about 8 points.

17.2.1.4  Federal Interest

Perhaps the single most significant factor in the rising interest in coaching and test 
preparation was the involvement of the U.S. Federal Trade Commission (FTC). The 
FTC became increasingly concerned about the veracity of claims being made by 
commercial coaching companies, which promised to increase SAT takers’ scores by 
hundreds of points. The issue became so important that the FTC eventually under-
took its own study to investigate the effectiveness of commercial coaching 
programs.

Both ETS and several of the major commercial coaching companies cooperated 
with the FTC investigation. ETS provided students’ SAT scores, and the coaching 
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companies provided information about students’ enrollment in their programs. FTC 
researchers analyzed the data and eventually issued a report, finding the effects of 
commercial coaching for the SAT to be statistically significant—in the range of 
20–30 points for both SAT-V and SAT-M at the most effective of the coaching 
schools that were studied (Federal Trade Commission 1978, 1979; Sesnowitz et al. 
1982). Needless to say, the study attracted considerable attention.

ETS responded to the FTC’s findings as follows. Samuel Messick, then Vice 
President for Research at ETS, assembled a team of researchers to take a critical 
look at the methods the FTC had used and the conclusions it had reached. Messick 
and his team critiqued the FTC’s methodology and, in order to address some serious 
flaws in the FTC analyses, reanalyzed the data. Various methods were employed to 
correct mainly for test taker self-selection in attending coaching programs.

Messick’s contribution was released as a monograph titled, “The Effectiveness 
of Coaching for the SAT: Review and Reanalysis of Research from the Fifties to the 
FTC” (Messick 1980). In the book, Messick summarized and critiqued previous 
research on coaching, and several ETS researchers offered their critiques of the FTC 
study. Most importantly, the researchers conducted several reanalyses of the data 
obtained from the FTC. For example, ETS consultant Thomas Stroud reanalyzed 
the data, controlling for a variety of background variables, and found results similar 
to those reported by the FTC. In addition, by considering PSAT/NMSQT® scores, as 
well as pre- and postcoaching SAT scores, ETS researcher Don Rock was able to 
apply a differential growth model to the FTC data. His analysis showed that, at least 
for SAT-V scores, some of the difference between the posttest SAT scores of coached 
and uncoached test takers could be attributed, not to any specific effect of coaching, 
but rather to the faster growth expected of coached students. (The differential growth 
rate of coached and uncoached students was determined from PSAT/NMSQT to 
SAT score changes before students were coached.) The results of the various ETS 
analyses differed somewhat, but in total they revealed that only one of the three 
coaching schools had a significant impact on SAT scores—about 12–18 points on 
the SAT-V scale and about 20–30 points on the SAT-M scale.

One of the main lessons from the critique and reanalysis of the FTC study was 
stated by Messick (1980) in the preface to the report. Messick wrote that the issue 
of the effectiveness of coaching for the SAT is much more complicated than the 
simplistic question of whether coaching works or not. Coaching in and of itself is 
not automatically to be either rejected or encouraged. Rather, it matters what mate-
rials and practices are involved, at what cost in student time and resources, and with 
what effect on student skills, attitudes, and test scores (p. v).

Messick’s (1980) insight was that complex issues, like the coaching controversy, 
are rarely ever usefully framed as either/or, yes/no questions. Rather, those ques-
tions turn out to involve degrees and multiple factors that need to be appreciated and 
sorted out. As a consequence, the answer to most questions is usually not a simple 
“yes” or “no,” but more often a sometimes frustrating, “it depends.” The task of 
researchers, then, is usually to determine, as best they can, the factors on which the 
effects depend.
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17.2.1.5  Extending Lessons Learned

Messick followed through with this theme by analyzing the relationship of test 
preparation effects to the duration or length of test preparation programs. He pub-
lished these results in the form of a meta-analysis (Messick and Jungeblut 1981), in 
which the authors noted “definite regularities” (p.  191) between SAT coaching 
effects and the amount of student contact time in coaching programs. On this basis, 
Messick and Jungeblut concluded that the size of the effects being claimed by 
coaching companies could probably be obtained only with programs that were tan-
tamount to full-time schooling.

Powers (1986) followed Messick and Jungeblut’s (1981) lead by reviewing a 
variety of other features of test preparation and coaching programs, and relating 
these features to the size of coaching effects. The advance here was that instead of 
focusing on the features of coaching programs, Powers analyzed the characteristics 
of the item types that comprised a variety of tests—for instance, how complex their 
directions were, whether they were administered under timed or untimed condi-
tions, and what kinds of formats they employed. The results suggested that some 
features of test items (e.g., the complexity of directions) did render them more sus-
ceptible to improvement through coaching and practice than did others.

Several of the studies that Powers reviewed were so-called within-test practice 
studies, which were conducted by ETS statistical analysts (e.g., Faggen and McPeek 
1981; Swinton et al. 1983; Wightman 1981). This innovative method involved try-
ing out new test item types in early and later sections of the same test form. Then, 
differences in performance were compared for these early and later administered 
items. For some item types, it was routinely noticed that examinees performed bet-
ter on new items that appeared later in the test, after earlier appearances of items of 
that type. A large within-test practice effect was viewed as a sufficient condition to 
disqualify a proposed new item type from eventual operational use. The rationale 
was the following: If an item type exhibited susceptibility to simple practice within 
a single test session, surely it would be at least as susceptible to more intensive 
coaching efforts.

17.2.1.6  Studying the 1994 Revision to the SAT

In 1994, a revision of the SAT was introduced. Many of the changes suggested that 
the revision should be even less susceptible to coaching than the earlier version. 
However, claims being made by coaching companies did not subside. For example, 
the January, 8, 1995, issue of the Philadelphia Inquirer proclaimed “New SAT 
proves more coachable than old.” At least partly in response to such announce-
ments, the College Board sponsored research to examine the effects of commercial 
coaching on SAT scores. Powers and Rock (1999) surveyed SAT takers about their 
test preparation activities, identifying a subset of test takers who had attended com-
mercial coaching programs. Although the study was observational in nature, the 
researchers obtained a wide variety of background information on test takers and 
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used this information to control statistically for self-selection effects. This approach 
was necessary, as it was widely acknowledged that coached and uncoached students 
differ on numerous factors that are also related to SAT scores. One of the differences 
noted by Powers and Rock, and controlled in their analysis, was that coached test 
takers were more likely than their uncoached counterparts to have engaged in a 
variety of other test preparation activities (e.g., self-study of various sorts), which 
may also have affected SAT scores. Several alternative analyses were employed to 
control for self-selection effects, and although each of the analyses produced slightly 
different estimates, all of them suggested that the effects of coaching were far less 
than was being alleged by coaching enterprises—perhaps only a quarter as large as 
claimed.

The alternative analyses yielded coaching effect estimates of 6–12 for SAT-V 
and 13–26 points for SAT-M. When analyses were undertaken separately for major 
coaching companies, the results revealed SAT-V effects of 12–19 points for one 
company and 5–14 points for another. The effects for SAT-M were 5–17 and 31–38, 
respectively, suggesting that the two programs were differentially effective for the 
two portions of the SAT.

The results of the study were featured in a New York Times article (Bronner 
1998). The article quoted Professor Betsy Jane Becker, who had reviewed numerous 
SAT coaching studies (Becker 1990), as saying that the study was “perhaps the fin-
est piece of coaching research yet published” (p. A23). This assessment may of 
course reflect either a regard for the high quality of the study or, on the other hand, 
concern about the limitations of previous ones.

17.2.2  The GRE General Test

Although the SAT program has been a major focus of test preparation and coaching 
studies, the GRE Board has also sponsored a number of significant efforts by ETS 
researchers. For instance, the GRE program revised its General Test in the late 
1970s, introducing an analytical ability measure to complement the long-offered 
verbal and quantitative reasoning measures (Powers and Swinton 1981). 
Concurrently, the GRE Board sponsored several studies to examine the susceptibil-
ity of the new measure to coaching and other forms of special test preparation. 
Swinton and Powers (1983) designed a brief course to prepare students for the new 
analytical section of the GRE General Test and offered it to a small group of volun-
teer GRE test takers at a local university. Controlling for important pre-existing 
differences between groups, they compared the postcourse GRE performance of 
these specially prepared individuals with that of all other GRE test takers at the 
same university. They found that the specially prepared group did much better on 
the analytical section (by about 66 points on the 200–800 scale) than did the larger 
comparison group, even after controlling for differences in the GRE verbal and 
quantitative scores of the two groups.
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Powers and Swinton (1984) subsequently packaged the course and used it in an 
experimental study in which a randomly selected sample of GRE test takers 
received the course materials by mail. A comparison of the test scores of the pre-
pared sample with those of a randomly selected equivalent sample of nonprepared 
GRE test takers revealed score improvements that were nearly as large (about 53 
points with about 4 hours of self-preparation) as those observed in the face-to-face 
classroom preparation. A major implication of this latter study was that test prepa-
ration designed for self-study by test takers themselves was a viable alternative to 
more expensive, formal face-to-face interventions. The ramifications for fairness 
and equity were obvious. However, although the researchers were relatively san-
guine about the prospects for ensuring that all examinees could be well prepared 
for the “coachable” item types on the GRE, the GRE Board took a conservative 
stance, deciding instead to remove the two most susceptible item types from the 
analytical ability measure.

Data collected in the studies of the GRE analytical measure were also used to 
gauge the effectiveness of formal commercial coaching for the verbal and quantita-
tive sections (Powers 1985a). That is, since the analytical measure had been shown 
to be coachable, it could serve as a baseline against which to judge the coachability 
of the other test sections.

For this analysis, Powers identified test takers who had attended formal coaching 
programs for any or all of the GRE test sections. For the analytical ability section, 
the analysis revealed a strong relationship between the effect of coaching and its 
duration (in terms of hours devoted to instruction). However, applying the same 
methodology to the verbal and quantitative sections revealed little if any such rela-
tionship, contrary to claims being made by commercial coaching firms. Increasing 
the duration of preparation for the verbal and quantitative GRE measures was not 
associated with commensurate increases in scores for these two measures.

17.2.2.1  Effects on Relationships of Test Scores with Other Measures

While Messick (1982) provided an insightful logical analysis of the ways in which 
special test preparation may impact validity, there appears to have been little empiri-
cal research to demonstrate how such practices may affect, for example, the rela-
tionship of test scores to other relevant measures. An exception is a study by Powers 
(1985b), who examined the relationship of GRE analytical ability scores, obtained 
under ten different randomly assigned test preparation conditions, to indicators of 
academic performance. Each of the various test preparation conditions was designed, 
mainly, to help test takers become familiar with each of several novel analytical 
ability item types. The results suggested that the more time test takers devoted to 
using the test preparation materials, the stronger the relationship was between aca-
demic performance and scores on the GRE analytical ability measure. Specifically, 
over the ten treatment groups, the correlation between (a) GRE analytical ability 
score and (b) undergraduate grade point average in the final 2 years of undergradu-
ate study increased according to mean time devoted to preparing for the analytical 
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measure (r = .70, p < .05). In addition, correlations of GRE analytical ability scores 
with GRE verbal and quantitative scores were not significantly related to amounts 
of test preparation. Thus, both the convergent and (possibly) the discriminant 
aspects of construct validity of test scores may have been enhanced.

17.3  Summary

ETS has made several contributions to understanding the effects of special test prep-
aration and coaching on (a) test-taking behavior, (b) test performance, and (c) test 
validity. First, ETS researchers have brought more methodological rigor to the field 
by demonstrating the feasibility of conducting experimental studies of the effects of 
test preparation. Rigor has also been increased by introducing more sophisticated 
methods for controlling self-selection bias in nonexperimental studies.

Moreover, ETS researchers have evaluated the effects of a variety of different 
types of test preparation: formal commercial coaching, school-offered test prepara-
tion programs, and test sponsor-provided test familiarization. With respect to the 
last type, a significant portion of the ETS-conducted research has focused on mak-
ing certain that all test takers are well prepared, not just those who can afford exten-
sive coaching. Along these lines, researchers have evaluated the effects of test 
familiarization and other means of test preparation that can be offered, usually 
remotely for independent study, to all test takers. Both secondary and postsecond-
ary student populations have been studied.

Thanks largely to Messick (1980, 1981, 1982), the question of the effectiveness 
of coaching and test preparation has been reformulated—that is, extended beyond 
the search for a yes/no answer to the oversimplified question “Does coaching 
work?” Partly as a result, researchers now seem more inclined to examine the com-
ponents of test preparation programs in order to ascertain the particular features that 
are implicated in its effectiveness.

ETS researchers have also stressed that every test is typically composed of a 
variety of item types and that some of these item types may be more susceptible to 
coaching and practice than others. In this vein, they have determined some of the 
features of test item types that seem to render them more or less susceptible. As a 
consequence, there is now a greater realization that it is insufficient to simply con-
sider the coachability of a test as a whole, but rather it is necessary to consider the 
characteristics of the various item types that comprise it.

In addition, at least in the view of the scientific community, if not among the 
general public, a more accurate estimate of the true value of commercial coaching 
programs now exists. Consumers have information to make more informed choices 
about whether to seek commercial coaching, for instance. The true effect of coach-
ing on test performance seems neither as negligible as some have claimed nor as 
large as has been advertised by the purveyors of coaching services.

Most of the studies of coaching and test preparation have focused on the extent 
to which these practices cause spurious test score improvement. However, although 
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relatively rare, ETS researchers have also examined, in both a logical and an empiri-
cal manner, the effects of test preparation and coaching on the empirical relation-
ships of test scores to other indicators of developed ability.

Finally, ETS research on test preparation has been more than an academic exer-
cise. It has resulted in significant—even dramatic—modifications to several tests 
that ETS offers. These changes are perhaps the clearest example of the impact of 
ETS’s research on test preparation. However, there have, arguably, been more subtle 
effects as well. Now, when new assessments are being developed, the potential 
coachability of proposed new test item types is likely to be a factor in decisions 
about the final composition of a test. Considerations about test preparation figure 
into the design of tests, well before these tests are ever administered to test takers.
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Chapter 18
A Historical Survey of Research Regarding 
Constructed-Response Formats

Isaac I. Bejar

This chapter chronicles ETS research and development contributions related to the 
use of constructed-response item formats.1 The use of constructed responses in test-
ing dates back to imperial China, where tests were used in the selection of civil 
servants. However, in the United States, the multiple-choice format became domi-
nant during the twentieth century, following its invention and use by the SAT® exam-
inations created by the College Board in 1926. When ETS was created in 1947, 
post-secondary admissions testing was largely based on tests consisting of multiple-
choice items. However, from the start, there were two camps at ETS: those who 
believed that multiple-choice tests were sufficiently adequate for the purpose of 
assessing “verbal” skills and those who believed that “direct” forms of assessment 
requiring written responses had a role to play. For constructed-response formats to 
regain a foothold in American education several hurdles would need to be over-
come. Research at ETS was instrumental in overcoming those hurdles.

The first hurdle was that of reliability, specifically the perennial issue of low 
interrater agreement, which plagued the acceptance of constructed-response for-
mats for most of the twentieth century. The second hurdle was broadening the con-
ception of validity to encompass more than predictive considerations, a process that 
began with the introduction of construct validity by Cronbach and Meehl (1955). 
Samuel Messick at ETS played a crucial role in this process by making construct 
validity relevant to educational tests. An inflexion point in the process of reincorpo-
rating constructed-response formats more widely in educational tests was marked 

1 Constructed responses to a prompt or question can range in scope and complexity. Perhaps the 
most common constructed response is the written essay. However, short written responses to ques-
tions are also considered to be constructed, as are spoken answers in response to a prompt, math-
ematical responses (equations, plotted functions, etc.), computer programs, and graphical responses 
such as architectural designs.
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by the publication of Construction Versus Choice in Cognitive Measurement 
(Bennett and Ward 1993), following the indictment of the multiple- choice format by 
Norm Frederiksen (1984) regarding the format’s potentially pernicious influence on 
education. The chapters in the book made it clear that the choice of format (multiple 
choice vs. constructed response) includes considerations of validity broadly con-
ceived. Even when there was growing concern about the almost exclusive reliance 
on the multiple-choice format, there was much more work to be done to facilitate 
the operational use of constructed-response items since over the preceding decades 
the profession had come to rely on the multiple- choice format. That work continues 
to this day at ETS and elsewhere.

Clearly there is more than one way to convey the scope of research and develop-
ment at ETS to support constructed-response formats. The chapter proceeds largely 
chronologically in several sections. The first section focuses on the ETS contribu-
tions to scoring reliability, roughly through the late 1980s. The next section consid-
ers the evolution of validity toward a unitary conception and focuses on the critical 
contributions by Samuel Messick with implications for the debate around 
constructed- response formats.

The third section argues that the interest in technology for testing purposes at 
ETS from early on probably accelerated the eventual incorporation of writing 
assessment into several ETS admissions tests. That section reviews work related to 
computer-mediated scoring, task design in several domains, and the formulation of 
an assessment design framework especially well-suited for constructed-response 
tasks, evidence-centered design (ECD).

The fourth section describes ETS’s involvement in school-based testing, includ-
ing Advanced Placement® (AP®), the National Assessment of Educational Progress 
(NAEP), and the CBAL® initiative. A fifth section briefly discusses validity and 
psychometric research related to constructed-response formats. The chapter closes 
with some reflections on six decades of research.

18.1  Reliability

The acceptance of the multiple-choice format, after its introduction in the 1926 
SAT, together with the growing importance of reliability as a critical attribute of the 
scores produced by a test, seems to have contributed to the decline of widely used 
constructed-response forms of assessment in the United States. However, research 
at ETS was instrumental in helping to return those formats to the assessment of 
writing in high-stakes contexts. In this section, some of that research is described. 
Specifically, among the most important ETS contributions are

 1. developing holistic scoring
 2. advancing the understanding of rater cognition
 3. conducting psychometric research in support of constructed responses

Reliability (Haertel 2006) refers to the level of certainty associated with scores 
from a given test administered to a specific sample and is quantified as a reliability 
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or generalizability coefficient or as a standard error. However, the first sense of reli-
ability that comes to mind in the context of constructed responses is that of inter-
rater reliability, or agreement. Unlike responses to multiple-choice items, 
constructed responses need to be scored by a process (cf. Baldwin et al. 2005) that 
involves human judgment or, more recently (Williamson et al. 2006), by an auto-
mated process that is guided by human judgment. Those human judgments can be 
more or less fallible and give rise to concerns regarding the replicability of the 
assigned score by an independent scorer. Clearly, a low level of interrater agreement 
raises questions about the meaning of scores.

The quantification of interrater disagreement begins with the work of the statisti-
cian F. Y. Edgeworth (as cited by Mariano 2002). As Edgeworth noted,

let a number of equally competent critics independently assign a mark to the (work) … even 
supposing that the examiners have agreed beforehand as to … the scale of excellence to be 
adopted … there will occur a certain divergence between the verdicts of competent examin-
ers. (p. 2)

Edgeworth also realized that individual differences among readers could be the 
source of those errors by noting, for example, that some raters could be more or less 
severe than others, thus providing the first example of theorizing about rater cogni-
tion, a topic to which we will return later in the chapter. Edgeworth (1890) noted,

Suppose that a candidate obtains 95 at such an examination, it is reasonably certain that he 
deserves his honours. Still there is an appreciable probability that his real mark, as deter-
mined by a jury of competent examiners (marking independently and taking the average of 
those marks) is just below 80; and that he is pushed up into the honour class by the accident 
of having a lenient examiner. Conversely, his real mark might be just above 80; and yet by 
accident he might be compelled without honour to take a lower place as low as 63. (empha-
sis added, p. 470)

The lack of interrater agreement would plague attempts to reincorporate con-
structed responses into post-secondary admissions testing once multiple-choice 
items began to supplant them. An approach was needed to solve the interrater reli-
ability problem. A key player in that effort was none other than Carl Brigham 
(1890–1943), who was the chief architect behind the SAT, which included only 
multiple-choice items.2 Brigham was an atypical test developer and psychometri-
cian in that he viewed the administration of a test as an opportunity to experiment 
and further learn about students’ cognition. And experiment he did. He developed 
an “experimental section” (N. Elliot 2005, p. 75) that would contain item types that 
were not being used operationally, for example. Importantly, he was keenly inter-
ested in the possibility of incorporating more “direct” measures of writing (Valentine 
1987, p. 44). However, from the perspective of the College Board, the sponsor of the 
test, by the 1930s, the SAT was generating significant income, and the Board seemed 
to have set some limits on the degree of experimentation. According to Hubin 
(1988),

2 For a historical account of how Brigham came to lead the development of the SAT, see Hubin 
(1988).
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the growth of the Scholastic Aptitude Test in the thirties, although quite modest by stan-
dards of the next decade, contrasted sharply with a constant decline in applicants for the 
traditional Board essay examinations. Board members saw the SAT’s growth as evidence of 
its success and increasingly equated such success with the Board’s very existence. The 
Board’s perception decreased Brigham’s latitude to experiment with the instrument. 
(p. 241)

Nevertheless, Brigham and his associates continued to experiment with direct 
measures of writing. As suggested by the following excerpt (Jones and Brown 
1935), there appeared to be progress in solving the rater agreement challenge:

Stalnaker and Stalnaker … present evidence to show that the essay-type test can be scored 
with rather high reliability if certain rules are followed in formulating questions and in scor-
ing. Brigham … has made an analysis of the procedures used by readers of the English 
examinations of the College Entrance Examination Board, and believes that the major 
sources of errors in marking have been identified. A new method of grading is being tried 
which, he thinks, will lead to greatly increased reliability. (p. 489)

There were others involved in the improvement of the scoring of constructed 
responses. For example, Anderson and Traxler (1940) argued that3

by carefully formulating the test material and training the readers, it is possible to obtain 
highly reliable readings of essay examinations. Not only is the reliability high for the total 
score, but it is also fairly high for most of the eight aspects of English usage that were 
included in this study. The reliability is higher for some of those aspects that are usually 
regarded as fairly intangible than for the aspects that one would expect to be objective and 
tangible. The test makes fair, though by no means perfect, discrimination among the various 
years of the secondary school in the ability of the pupils to write a composition based on 
notes supplied to them. The results of the study are not offered as conclusive, but it is 
believed that, when they are considered along with the results of earlier studies, they sug-
gest that it is highly desirable for schools to experiment with essay-test procedures as means 
for supplementing the results of objective tests of English usage in a comprehensive pro-
gram of evaluation in English expression. (p. 530)

Despite these positive results, further resistance to constructed responses was to 
emerge. Besides reliability concerns, costs and efficiency also were part of the equa-
tion. For example, we can infer from the preceding quotation that the scoring being 
discussed is “analytic” and would require multiple ratings of the same response. At 
the same time, machine scoring of multiple-choice responses was rapidly becoming 
a reality4 (Hubin 1988, p. 296). The potential efficiencies of machine scoring con-
trasted sharply with the inefficiencies and logistics of human scoring. In fact, the 
manpower shortages during World War II led the College Board to suspend exami-
nations relying on essays (Hubin 1988, p. 297).

3 In this passage, reliability refers to interrater agreement.
4 Du Bois (1970, p. 119), citing Downey (1965), notes that the scoring machine was invented in 
1934 by Reynold B. Johnson, inspired by Ben D. Wood’s vision of large-scale testing. According 
to Du Bois, these scoring machines greatly reduced the cost and “accelerated the trend toward 
more or less complete reliance on objective tests, especially the multiple-choice item.” Of course, 
testing volume increased over the decades and motivated significant innovations. E. F. Lindquist at 
the University of Iowa invented the first successful optical scanner in 1962 (U.S. Patent 3,050,248) 
that was capable of processing larger numbers of answer sheets than the prior electrical mark sense 
scanner Johnson invented.
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However, the end of the war did not help. Almost 10 years on, a study published 
by ETS (Huddleston 1954) concluded that

the investigation points to the conclusion that in the light of present knowledge, measurable 
“ability to write” is no more than verbal ability. It has been impossible to demonstrate by 
the techniques of this study that essay questions, objective questions, or paragraph-revision 
exercises contain any factor other than verbal; furthermore, these types of questions mea-
sure writing ability less well than does a typical verbal test. The high degree of success of 
the verbal test is, however, a significant outcome.

The results are discouraging to those who would like to develop reliable and valid essay 
examinations in English composition—a hope that is now more than half a century old. 
Improvement in such essay tests has been possible up to a certain point, but professional 
workers have long since reached what appears to be a stone wall blocking future progress. 
New basic knowledge of human capacities will have to be unearthed before better tests can 
be made or more satisfactory criteria developed. To this end the Educational Testing Service 
has proposed, pending availability of appropriate funds, a comprehensive factor study in 
which many types of exercises both new and traditional are combined with tests of many 
established factors in an attempt to discover the fundamental nature of writing ability. The 
present writer would like to endorse such a study as the only auspicious means of adding to 
our knowledge in this field. Even then, it appears unlikely that significant progress can be 
made without further explorations in the area of personality measurement.5 (pp. 204–205)

In light of the limited conception of both “verbal ability” and “writing ability” at 
the time, Huddleston’s conclusions appear, in retrospect, to be unnecessarily strong 
and overreaching. The evolving conception of “verbal ability” continues to this day, 
and it is only recently that even basic skills, like vocabulary knowledge, have 
become better understood (Nagy and Scott 2000); it was not by any means settled 
in the early 1950s. Importantly, readily available research at the time was clearly 
pointing to a more nuanced understanding of writing ability. Specifically, the impor-
tance of the role of “fluency” in writing was beginning to emerge (C. W. Taylor 
1947) well within the psychometric camp. Today, the assessment of writing is 
informed by a view of writing as a “complex integrated skill” (Deane et al. 2008; 
Sparks et al. 2014) with fluency as a key subskill.

By today’s standards, the scope of the concept of reliability was not fully devel-
oped in the 1930s and 1940s in the sense of understanding the components of unreli-
ability. The conception of reliability emerged from Spearman’s work (see Stanley 
1971, pp. 370–372) and was focused on test-score reliability. If the assignment of a 
score from each component (item) is error free, because it is scored objectively, then 
the scoring does not contribute error to the total score, and in that case score reliability 
is a function of the number of items and their intercorrelations. In the case of con-
structed responses, the scoring is not error free since the scorer renders a judgment, 
which is a fallible process.6 Moreover, because items that require constructed responses 
require more time, typically, fewer of them can be administered which, other things 

5 The mysterious reference to “personality measurement” appears to be reference to the thinking 
that personality measurement would be the next frontier in admissions testing. In fact, ETS, spe-
cifically Henry Chauncey, was interested in personality measurement (see Lemann 1999, p. 91).
6 Fallibility is relative; even the scoring of multiple-choice items is not 100% error free, at least not 
without many preventive measures to make it so. For a discussion, see Baker (1971).
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being equal, reduces score reliability. The estimation of error components associated 
with ratings would develop later (Ebel 1951; Finlayson 1951), as would the interplay 
among those components (Coffman 1971), culminating in the formulation of general-
izability theory (Cronbach et  al. 1972).7 Coffman (1971), citing multiple sources, 
summarized the state of knowledge on interreader agreement as follows:

The accumulated evidence leads, however, to three inescapable conclusions: a) different 
raters tend to assign different grades to the same paper; b) a single rater tends to assign dif-
ferent grades to the same paper on different occasions; and c) the differences tend to 
increase as the essay question permits greater freedom of response. (p. 277)

Clearly, this was a state of affairs not much different than what Edgeworth had 
observed 80 years earlier.

18.1.1  The Emergence of a Solution

The Huddleston (1954) perspective could have prevailed at ETS and delayed the 
wider use of constructed responses, specifically in writing.8 Instead, from its incep-
tion ETS research paved the way for a solution to reducing interrater disagreement. 
First, a groundbreaking investigation at ETS (funded by the Carnegie Corporation) 
established that raters operated with different implied scoring criteria (Diederich et 
al. 1961). The investigation was motivated by the study to which Huddleston refers 
in the preceding quotation. That latter study did not yield satisfactory results, and a 
different approach was suggested: “It was agreed that further progress in grading 
essays must wait upon a factor analysis of judgments of a diverse group of compe-
tent readers in an unstructured situation, where each could grade as he liked” 
(Diederich et al. 1961, p. 3). The motivating hypothesis was that different readers 
belong to different “schools of thought” that would presumably value qualities of 
writing differently. The methodology that made it possible to identify types of read-
ers was first suggested by Torgerson and Green (1952) at ETS.  To identify the 
schools of thought, 53 “distinguished readers” were asked to rate and annotate 300 
papers without being given standards or criteria for rating. The factors identified 
from the interrater correlations consisted of groupings of raters (e.g., raters that 
loaded highly on a specific factor). What school of thought was represented by a 
given factor would not be immediately obvious without knowing the specifics of the 
reasoning underlying a rater’s judgment. The reasoning of the readers was captured 
by means of the annotations each judge had been asked to make, which then had to 
be coded and classified.9 The results showed that agreement among readers was 

7 Brennan (2001, p. 3) credits Burt in 1936 and Lindquist in 1953 with anticipating the essence of 
univariate generalizability theory.
8 See Diederich (1957) for a candid description of the state of affairs with respect to using essays 
in admissions testing.
9 A very laborious process carried out by Sydell Carlton, an employee at ETS until 2017. She 
recalls (personal communication, July 19, 2010) that no one could initially interpret the factors. 
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poor and that the nature of the schools of thought was that they valued different 
aspects of writing. However, the two most sharply defined groups were those that 
valued “ideas” or that valued “mechanics.”

The Diederich et  al. (1961) study showed that judges, when left to their own 
analytical devices, will resort to particular, if not idiosyncratic, evaluative schemes 
and that such particularities could well explain the perennial lack of adequate inter-
rater agreement. Important as that finding was, it still did not formulate a solution to 
the problem of lack of interrater agreement. That solution took a few more years, 
also leading to a milestone in testing by means of constructed responses. The study 
was carried out at ETS and led by Fred I. Godshalk. The study was ambitious and 
included five 20-minute essays, six objective tests, and two interlinear exercises, 
administered to 646 12th graders over a period of several weeks. Importantly, the 
scoring of the essays was holistic. They defined the scoring procedure of the essays 
as follows (Godshalk et al. 1966):

The readers were asked to make global or holistic, not analytical, judgments of each paper, 
reading rapidly for a total impression. There were only three ratings: a score of “3” for a 
superior paper, “2” for an average paper, and “1” for an inferior paper. The readers were told 
to judge each paper on its merits without regard to other papers on the same topic; that is, 
they were not to be concerned with any ideas of a normal distribution of the three scores. 
They were advised that scores of “3” were possible and that the “safe” procedure of award-
ing almost all “2s” was to be avoided. Standards for the ratings were established in two 
ways: by furnishing each reader with copies of the sample essays for inspection and discus-
sion, and by explaining the conditions of administration and the nature of the testing popu-
lation; and by having all readers score reproduced sets of carefully selected sample answers 
to all five questions and to report the results. The scores were then tabulated and announced. 
No effort was made to identify any reader whose standards were out of line, because that 
fact would be known to him and would be assumed to have a corrective effect. The proce-
dure was repeated several times during the first two days of scoring to assist readers in 
maintaining standards. (p. 10, emphasis added)

Perhaps the critical aspect of the directions was to “to make global or holistic, 
not analytical, judgments” and the use of what is known today (Baldwin et al. 2005) 
as benchmark or range finding papers to illustrate the criteria. The authors describe 
the procedure in the preceding quotation and do not provide a theoretical rationale. 
They were, of course, aware of the earlier Diederich study, and it could have influ-
enced the conception of the holistic scoring instructions. That is, stressing that the 
scoring was to be holistic and not analytical could have been seen as way to prevent 
the schools of thought from entering the scoring process and to make the scoring 
process that much faster.10

After she classified a few of the annotations, she formulated a coding scheme that could be used to 
systematically annotate the rest of essays. The actual coding of more than 10,000 papers was hired 
out. By examining the annotation of readers that loaded highly on one factor or another, it became 
possible to interpret the factors as schools of thought.
10 Although Godshalk et al. (1966) are associated with making holistic scoring a widely accepted 
approach, the term “wholistic” was used first at ETS by Ann F. Coward with the same meaning. In 
a project published as a brief internal report (Coward 1950) that was subsequently published 
(Coward 1952), she compared “wholistic,” which corresponded with what later was called holistic, 
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Outside of ETS, the development of holistic scoring was well received by teach-
ers of English (White 1984) and characterized as “undoubtedly one of the biggest 
breakthroughs in writing assessment” (Huot 1990, p. 201). Interestingly, other con-
current work in psychology, although relevant in retrospect, was not considered at 
the time as related to scoring of essays. For example, N. Elliot (2005) postulated the 
relevance of Gestalt psychology to a possible adoption of holistic scoring, although 
there is no such evidence in the Godshalk et  al. (1966) report. Another line of 
research that was relevant was models of judgment, such as the lens model proposed 
by Egon Brunswik (Brunswik 1952; Hammond et  al. 1964; Tucker 1964).11 The 
lens model, although intended as a perceptual model, has been used primarily in 
decision-making (Hammond and Stewart 2001). According to the model, the per-
ceiver or decision maker decomposes an object into its attributes and weighs those 
attributes in arriving at a judgment. The model is clearly applicable in modeling 
raters (Bejar et  al. 2006). Similarly, a theory of personality of the same period, 
George Kelly’s personal construct theory, included a method for eliciting “personal 
constructs” by means of analysis of sets of important others.12 The method, called 
the repertory grid technique, was later found useful for modeling idiographic or 
reader-specific rating behavior (Bejar et al. 2006; Suto and Nadas 2009).

One additional area of relevant research was the work on clinical judgment. 
Meehl’s (1954) influential monograph concluded that actuarial methods were supe-
rior to clinical judgment in predicting clinical outcomes. One reason given for the 
superiority of actuarial methods, often implemented as a regression equation or 
even the sum of unweighted variables (Dawes and Corrigan 1974), is that the actu-
arial method is provided with variables from which to arrive at a judgment. By 
contrast, the clinician first needs to figure out the variables that are involved, the 
rubric, so to speak, and determine the value of the variables to arrive at a judgment. 
As Meehl stressed, the clinician has limited mental resources to carry out the task. 
Under such conditions, it is not unreasonable for the clinician to perform inconsis-
tently relative to actuarial methods. The overall and quick impression called for by 
the holistic instructions could have the effect of reducing the cognitive load 
demanded by a very detailed analysis. Because of this load, such an analysis is 
likely to play upon the differences that might exist among readers with respect to 
background and capacity to carry out the task.

There was such relief once the holistic method had been found to help to improve 
interrater agreement that no one seems to have noted that the idea of holistic scoring 
is quite counterintuitive. How can a quick impression substitute for a deliberate and 

and “atomistic” approaches to scoring. No great differences between the two methods were 
reported, nor was any rationale proposed for the “wholistic” method. There was also experimenta-
tion in the UK on impressionistic scoring in the early 1960s (N. Elliot, personal communication, 
May 15, 2015)
11 Ledyard Tucker, the eminent ETS psychometrician, had been a reviewer of the Hammond et al. 
(1964) paper. His review so influenced the Hammond et al. paper that Hammond suggested to the 
Psychological Review editors that Tucker’s formulation of the lens model appear as an independent 
paper (Hammond, personal communication, March 29, 2010).
12 George Kelly’s work was well known at ETS (Messick and Kogan 1966).
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extensive analysis of a constructed response by a subject matter expert? Research on 
decision making suggests, in fact, that experts operate in a holistic sort of fashion 
and that it is a sign of their expertise to do so. Becoming an expert in any domain 
involves developing “fast and frugal heuristics” (Gigerenzer and Goldstein 1996) 
that can be applied to arrive at accurate judgments quickly.

Eventually, questions would be raised about holistic scoring, however. As 
Cumming et al. (2002) noted,

holistic rating scales can conflate many of the complex traits and variables that human 
judges of students’ written compositions perceive (such as fine points of discourse coher-
ence, grammar, lexical usage, or presentation of ideas) into a few simple scale points, ren-
dering the meaning or significance of the judges’ assessments in a form that many feel is 
either superficial or difficult to interpret. (p. 68)

That is, there is a price for the increased interreader agreement made possible by 
holistic scoring, namely, that we cannot necessarily document the mental process 
that scorers are using to arrive at a score. In the absence of that documentation, 
strictly speaking, we cannot be sure by what means scores are being assigned and 
whether those means are appropriate until evidence is presented.

Concerns such as these have given rise to research on rater cognition (Bejar 
2012). The Diederich et al. (1961) study at ETS started the research tradition by 
attempting to understand the basis of lack of agreement among scorers (see also 
Myers et al. 1966). The range of the literature, a portion of it carried out at ETS, is 
vast and aims, in general, to unpack what goes on in the minds of the raters as they 
score (Bejar et al. 2006; Crisp 2010; Elbow and Yancey 1994; Huot and Neal 2006; 
Lumley 2002; Norton 1990; Pula and Huot 1993; Vaughan 1991), the effect of a 
rater’s background (Myford and Mislevy 1995; Shohamy et al. 1992), rater strate-
gies (Wong and Kwong 2007), and methods to elicit raters’ personal criteria (Bejar 
et al. 2006; Heller et al. 1998). Descriptions of the qualifications of raters have also 
been proposed (Powers et al. 1998; Suto et al. 2009). In addition, the nature of scor-
ing expertise has been studied (Wolfe 1997; Wolfe et al. 1998). Methods to capture 
and monitor rater effects during scoring as a function of rater characteristics are 
similarly relevant (Myford et al. 1995; Myford and Mislevy 1995; Patz et al. 2002). 
Experimental approaches to modeling rater cognition have also emerged (Freedman 
and Calfee 1983), where the interest is on systematic study of different factors that 
could affect the scoring process. The effectiveness of different approaches to the 
training of readers (Wolfe et al. 2010) and the qualifying of raters (Powers et al. 
1998) has also been studied. In short, the Diederich et al. study was the first in a long 
line of research concerned with better understanding and improving the processes in 
which raters engage.

A second concern regarding holistic scoring is the nature of the inferences that 
can be drawn from scores. Current rubrics described as holistic, such as those used 
for scoring the GRE® analytical writing assessment, are very detailed, unlike the 
early rubrics. That is, holistic scoring has evolved from its inception, although qui-
etly. Early holistic scoring had as a goal the ranking of students’ responses.
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Holistic scoring emerged in the context of admissions testing, which means in a 
norm-referenced context. In that context, the ranking or comparative interpretation 
of candidates is the goal. Points along the scale of such a test do not immediately 
have implications for what a test taker knows and can do, that is, attaching an inter-
pretation to a score or score range. The idea of criterion-referenced (Glaser 1963) 
measurement emerged in the 1960s and was quickly adopted as an alternative con-
ception to norm-referenced testing, especially in the context of school-based test-
ing. Today it is common (Linn and Gronlund 2000) to talk about standards-based 
assessments to mean assessments that have been developed following a framework 
that describes the content to be assessed such that scores on the test can be inter-
preted with respect to what students know and can do. Such interpretations can be 
assigned to a single score or, more commonly, a range of scores by means of a pro-
cess called standard setting (Cizek and Bunch 2007; Hambleton and Pitoniak 2006), 
where panels of experts examine the items or performance on the items to determine 
what students in those score regions know and can do.

NAEP had from its inception a standards-based orientation. The initial imple-
mentation of NAEP in the 1960s, led by Ralph Tyler, did not report scores, but 
rather performance on specific items, and did not include constructed responses. 
When writing was first introduced in the late 1960s, the scoring methodology was 
holistic (Mullis 1980, p. 2). However, the methodology was not found adequate for 
NAEP purposes and instead the method of primary traits was developed for the 
second NAEP writing assessment in 1974 (Cooper 1977, p. 11; Lloyd-Jones 1977). 
The inapplicability of holistic scoring to NAEP measurement purposes is given by 
Mullis (1980):

NAEP needed to report performance levels for particular writing skills, and the rank order-
ing did not readily provide this information. Also, NAEP for its own charge of measuring 
change over time, as well as for users interested in comparisons with national results, 
needed a scoring system that could be replicated, and this is difficult to do with holistic 
scoring. (p. 3)

The criterion-referenced rationale that Mullis advocated was very much aligned 
with the standards-based orientation of NAEP. According to Bourque (2009), “by 
the mid-1980s, states began to realize that better reporting mechanisms were needed 
to measure student progress” (p. 3). A policy group was established, the National 
Assessment Governing Board (NAGB), to direct NAEP, and shortly thereafter the 
“Board agreed to adopt three achievement levels (Basic, Proficient, and Advanced) 
for each grade and subject area assessed by NAEP” (Bourque 2009, p. 3).

With respect to writing, Mullis (1984) noted,

For certain purposes, the most efficient and beneficial scoring system may be an adaptation 
or modification of an existing system. For example, the focused holistic system used by the 
Texas Assessment Program … can be thought of as a combination of the impressionistic 
holistic and primary trait scoring systems. (p. 18)

To this day, the method used by NAEP to score writing samples is a modified holis-
tic method called focused holistic (H. Persky, personal communication, January 25, 
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2011; see also, Persky 2012) that seems to have first originated in Texas around 
1980 (Sachse 1984).

Holistic scoring also evolved within admissions testing for different reasons, 
albeit in the same direction. N. Elliot (2005, p.  228) gives Paul Ramsey at ETS 
credit for instituting a “modified holistic” method to mean that the scoring was 
accompanied by detailed scoring guides. In 1992 the College Board’s English 
Composition Test (which would become SAT Writing) began using scoring guides 
as well. The rationale, however, was different, namely, comparability:13

We need a scoring guide for the SAT Writing test because, unlike the ECT [English 
Composition Test] which gives an essay once a year, the SAT will be given 5 times a year 
and scoring of each administration must be comparable to scoring of other administrations. 
Other tests, like TOEFL, which give an essay several times a year use a scoring guide like 
this. (Memorandum from Marylyn Sudlow to Ken Hartman, August 6, 1992)

Clearly the approach to scoring of constructed responses had implications for 
score meaning and score comparability. However, the psychometric support for 
constructed responses was limited, at least compared with the support available for 
multiple-choice tests. Psychometric research at ETS since the 1950s was initially 
oriented to dichotomously scored items; a historical account can be found in Carlson 
and von Davier (Chap. 5, this volume). Fred Lord’s work (Lord 1952) was critical 
for developing a broadly applicable psychometric framework, item response theory 
(IRT), that would eventually include ordered polytomously scored items (Samejima 
1969),14 a needed development to accommodate constructed responses. Indeed, IRT 
provided the psychometric backbone for developing the second generation of NAEP 
(Messick et  al. 1983), including the incorporation of polytomously scored con-
structed-response items at a time when to do so in large-scale testing was rare. (For 
a detailed discussion of the ETS contributions to psychometric theory and software 
in support of constructed-response formats, see Carlson and von Davier, Chap. 5, 
this volume.)

The sense of error of measurement within IRT, as represented by the idea of an 
information function (Birnbaum 1968), was conditional and sample independent (in 
a certain sense), an improvement over the conception of error in classical test the-
ory, which was global and sample specific. IRT introduced explicitly the idea that 
the error or measurement was not constant at all ability levels, although it did not 
allow for the identification of sources of error. Concurrent developments outside the 
IRT sphere made it possible to begin teasing out the contribution of the scoring 
process to score reliability (Ebel 1951; Finlayson 1951; Lindquist 1953), culminat-
ing in generalizability theory (Cronbach et al. 1972). Such analyses were useful for 

13 Interestingly, the rationale underlying Sudlow’s memorandum is the same as the rationale for 
instituting the methodology of equating in the SAT itself in the 1940s (College Entrance 
Examination Board 1942, p. 34), namely, that the SAT would be administered more than once per 
year and the two within-year testing populations could not be assumed to be equivalent as a year-
to-year population might be.
14 Fumiko Samejima was at ETS during the 1960s, invited by Fred Lord. A full account can be 
found in Wainer and Robinson (2007).
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characterizing what portion of the error variability was due to different sources, 
among them lack of reader agreement. Bock et al. (2002), however, proposed a solu-
tion to incorporate that framework into IRT whereby the conditional standard error 
of measurement derived from IRT could be partitioned to identify the portion due to 
the rating process. (Briggs and Wilson 2007, provide for a more elaborate integra-
tion of IRT and generalizability theory.)

As had been recognized by Edgeworth (1890), readers can differ in the strin-
gency of the scores they assign and such disagreements contribute to the error of 
measurement. Henry Braun15 appears to have been the first one at ETS to introduce 
the idea of rater calibration, described earlier by Paul (1981), as an approach to 
compensate for systematic disagreements among raters. The logic of the approach 
was described as follows (Braun 1988): “This new approach involves appropriately 
adjusting scores in order to remove the noise contributed by systematic sources of 
variation; for example, a reader consistently assigning higher grades than the typical 
reader. Such adjustments are akin to an equating process” (p. 2).

The operational implementation of the idea would prove challenging, however. 
To implement the idea economically, specialized data collection designs were nec-
essary and needed to be embedded in the operational scoring process over several 
days. The effects estimated from such an analysis are then used to adjust the raw 
scores. Along the same lines, Longford (1994) also studied the possibility of adjust-
ing scores by taking into account rater severity and consistency.

An alternative to adjusting scores retrospectively is to identify those readers who 
appear to be unusually severe or lenient so that they can receive additional training. 
Bejar (1985) experimented with approaches to identify “biased” readers by means 
of multivariate methods in the Test of Spoken English. Myford et  al. (1995) 
approached the problem of rater severity by applying FACETS (Linacre 2010), an 
extension of the IRT Rasch model that includes rater parameters, as well as the 
parameters for test takers and items.

18.1.2  Conclusion

When ETS was formed, the pragmatics of increasingly large scale testing together 
with psychometric considerations set a barrier to the use of constructed-response 
formats, which was viewed as unreliability due to inadequate interrater agreement. 
Carl Brigham, chief developer of the SAT, was also a strong proponent of more 
direct measures, but a solution to the scoring problem eluded him. After Brigham’s 
death, there appeared to be no strong proponent of the format, at least not within the 
College Board, nor in the initial years of ETS. Without Brigham to push the point, 
and the strong undercurrent against constructed responses illustrated by Huddleston’s 
(1954) perspective that writing skills do not merit their own construct, the prospects 

15 Henry Braun was vice president for research management from 1990 to 1999.
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for constructed-response testing seemed dire. However, the ETS staff also included 
writing scholars such as Paul Diederich and Fred Godshalk, and because of them, 
and others, ultimately there was significant progress in solving the interrater agree-
ment challenge with the emergence of holistic scoring. That method, which was 
also widely accepted outside of ETS paved the way for an increase in the use of 
essays. However, as we will see in the next sections, much more was needed for 
constructed-response formats to become viable.

18.2  Validity

Making progress on the scoring of constructed responses was critical but far from 
sufficient to motivate a wider reliance on constructed-response formats. Such for-
mats necessarily require longer response times, which means fewer items can be 
administered in a given time, threatening score reliability. The conception of valid-
ity prevailing in the mid-twentieth century emphasized predictive validity, which 
presented a challenge for the adoption of constructed-response formats since their 
characteristic lower score reliability would attenuate predictive validity. The evolu-
tion of validity theory would be highly relevant to decisions regarding the use of 
response format, as we will see shortly. Research at ETS played a key role and was 
led by Samuel Messick, who not only would argue, along with others, for a uni-
tary—as opposed to a so-called Trinitarian—conception of validity (Guion 1980) 
(consisting of content, criterion and construct “validities”) but also, as important, 
for the relevance of such a unitary conception of validity to educational measure-
ment. First, it is informative to review briefly the historical background.

The notion that eventually came to be known as content validity, and was seen as 
especially relevant to educational testing, probably has its roots in the idea of the 
sampling of items as a warrant for score interpretation. That notion was proposed 
early on by Robert C. Tryon as a reaction to the factor analytic conception of indi-
vidual differences that prevailed at the time. Tryon (1935) argued,

The significant fact to observe about mental measurement is that, having marked out by 
definition some domain for testing, the psychologist chooses as a method of measurement 
one which indicates that he knows before giving the test to any subjects a great deal about 
the nature of the factors which cause individual differences in the domain. The method is 
that of sampling behavior, and it definitely presupposes that for any defined domain there 
exists a universe of causes, or factors, or components determining individual differences. 
Each test-item attempts to ‘tap’ one or more of these components. (p. 433, emphasis in the 
original)

Tryon was on track with respect to assessment design by suggesting that the 
assessment developer should know much about what is to be tested “before giving 
the test to any subject,” therefore implying the need to explicate what is to be mea-
sured in some detail as a first step in the design of an assessment (a principle fully 
fleshed out in ECD, Mislevy et al. 2003, much later). However, his rejection of the 
prevailing factor analytic perspective advocated by the prominent psychologists of 
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the day (Spearman 1923; Thurstone 1926) was probably responsible for the lack of 
acceptance of his perspective.16 Among the problems raised about the sampling per-
spective as a warrant to score interpretation was that, in principle, it seemed to 
require the preexistence of a universe of items, so that random samples could be 
taken from it. Such an idea presupposes some means of defining the universe of 
items. The resistance to the idea was most vocally expressed by Jane Loevinger 
(1965), who could not envision how to explicate such universes. Nevertheless, the 
relevance of sampling in validation was affirmed by Cronbach (1980) and Kane 
(1982), although not as a sufficient consideration, even though the link back to 
Tryon was lost along the way.

What appears to have been missed in Tryon’s argument is that he intended the 
universe of items to be isomorphic with a “universe of factors, causes, or compo-
nents determining individual differences” (p. 433), which would imply a crossing of 
content and process in the creation of a universe of items. Such an idea foreshadows 
notions of validity that would be proposed many decades later, specifically notions 
related to construct representation (Embretson 1983). Instead, in time, the sampling 
perspective became synonymous with content validity (Cronbach 1971): “Whether 
the operations that finally constitute the test correspond to the specified universe is 
the question of content validity” (p. 452, emphasis added). The idea of a universe 
was taken seriously by Cronbach (although using for illustration an example from 
social psychology, which, interestingly, implies a constructed-response test design):

For observation of sociability, the universe specification presumably will define a category 
of “social acts” to be tallied and a list of situations in which observations are to be made. 
Each observation ought to have validity as a sample from this universe. (p. 452)

While sampling considerations evolved into content validity, and were thought to 
be especially applicable to educational (achievement) testing (Kane 2006), the pre-
dictive or criterion notion of “validity” dominated from 1920 to 1950 (Kane 2006) 
and served to warrant the use of tests for selection purposes, which in an educational 
context meant admissions testing. The research at ETS described earlier on writing 
assessment took place in that context. The predictive view presented a major hurdle 
to the use of constructed-response formats because, in a predictive context, it is 
natural to evaluate any modifications to the test, such as adding constructed-response 
formats, with respect to increases in prediction (Breland 1983):

Because of the expense of direct assessments of writing skill, a central issue over the years 
has been whether or not an essay adds significantly to the measurement accuracy provided 
by other available measures-the high school record, objective test scores, or other informa-
tion. (p. 14)

Breland provided a meta-analysis of writing assessment research showing the 
incremental prediction of writing samples over measures consisting only of 

16 The caution about factor analysis was expressed many decades later by Sam Messick (1972): 
“these concerns [about factor analysis] could lead to a marked skepticism about the construct 
validity of empirically derived factors as fundamental dimensions of behavioral processes” 
(p. 358).
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multiple- choice items. Although he presented a fairly compelling body of evidence, 
a cost-conscious critic could have argued that the increases in prediction could just 
as easily have been obtained more economically by lengthening the multiple-choice 
component.

The third conception of validity is construct validity, dating back to the mid- 
twentieth- century seminal paper introducing the term (Cronbach and Meehl 1955). 
In that paper, validation is seen as a process that occurs after the assessment has 
been completed, although the process is driven by theoretical expectations. However, 
Cronbach and Meehl did not suggest that those expectations should be used in 
developing the test itself. Instead, such theoretical expectations were to be used to 
locate the new test within a nomological network of relationships among theoreti-
cally relevant variables and scores. At the time Cronbach and Meehl were writing, 
developing a test was a matter of writing items as best one could and then pretesting 
them. The items that did not survive were discarded. In effect, the surviving items 
were the de facto definition of the construct, although whether it was the intended 
construct could not be assumed until a conclusion could be reached through valida-
tion. In the wrong hands, such an ad hoc process could converge on the wrong test.17 
Loevinger (1957) argued that “the dangers of pure empiricism in determining the 
content of a test should not be underestimated” (p. 657) and concluded that

there appears to be no convincing reason for ignoring content nor for considering content 
alone in determining the validity of a test or individual items. The problem is to find a 
coherent set of operations permitting utilization of content together with empirical consid-
erations. (p. 658)

Clearly Loevinger considered content important, but the “coherent set of opera-
tions” she referred to was missing at the time, although it would appear soon as part 
of the cognitive science revolution that was beginning to emerge in the 1950s.18

Toward the end of that decade, another important article was published that 
would have important repercussions for the history of research on constructed- 
response formats. D. T. Campbell and Fiske (1959) made an important distinction: 
“For the justification of novel trait measures, for the validation of test interpretation, 
or for the establishment of construct validity, discriminant validation as well as 
convergent validation is required” (p. 81, emphasis in the original).

The paper is significant for contrasting the evidentiary basis for and against a 
psychometric claim.19 In addition, the paper formalizes the notion of method 

17 Of course, in the right hands, the approach could also converge on a very effective instrument. 
Two of the most highly regarded assessments developed during the twentieth century, the 
Minnesota Multiphasic Personality Inventory (MMPI) and the Strong Vocational Interest Blank, 
later to become the Strong–Campbell, were developed in this fashion.
18 Miller (2003), a major leader of the revolution, provides a historical account of cognitive 
science.
19 Toulmin’s (1958) model of argument was published at around the same time. Toulmin stressed 
the role of counterarguments and rebuttals of claims or conclusions. Toulmin’s model figured 
prominently in the subsequent evolution of validation (Kane 2006) and in assessment design 
(Mislevy et al. 2003). Karl Popper’s (1959/1992) book, The Logic of Scientific Discovery, also 
appeared in 1959. Popper stressed the importance of falsifying theories, a concept that can be 
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 variance, which would surface later in research about constructed-response for-
mats, especially evaluating the measurement equivalence of multiple-choice and 
constructed- response formats.

As can be seen, the 1950s was a contentious and productive decade in the con-
ceptual development of testing. Importantly, the foregoing discussion about the 
nature of validity did not take place at ETS. Nevertheless, it is highly relevant to the 
chapter: These developments in validity theory may have even been seen as tangen-
tial to admissions tests,20 which represented the vast majority of ETS operations at 
the time. In that context, the normative interpretations of scores together with pre-
dictive validity were the accepted practice.

As mentioned earlier, in 1963 a most influential paper was published by Glaser, 
proposing an alternative approach to score interpretation and assessment design in 
an educational setting, namely, by reference to the level of proficiency within a very 
well-defined content domain. Glaser’s intent was to provide an alternative to norma-
tive interpretations since norms were less relevant in the context of individualized 
instruction.21 Whereas norms provide the location of a given score in a distribution 
of scores, a criterion-referenced interpretation was intended to be more descriptive 
of the test taker’s skills than a normative interpretation. The criterion-referenced 
approach became aligned early on with the idea of mastery testing (Hambleton and 
Novick 1973), whereby the objective of measurement was to determine whether a 
student had met the knowledge requirements associated with a learning objective.

Criterion-referenced tests were thought to yield more actionable results in an 
educational context not by considering a score as a deviation from the mean of a 
distribution, the normative interpretation, but by locating the score within an inter-
val whereby all scores in that interval would have a similar interpretation. In the 
simplest form, this meant determining a cut score that would define the range of 
pass scores and the range for fail scores, with pass implying mastery. To define 
those intervals, cut scores along the score scale needed to be decided on first. 
However, as noted by Zieky (1995), the methodology for setting such cut scores had 
not yet emerged. In retrospect, it is clear that if the deviation from a mean was not 
adequate for score interpretation, locating a score within an interval would not nec-
essarily help either; much more was needed. In fact, reflecting on his 1963 paper, 
Glaser (1994) noted that “systematic techniques needed to be developed to more 
adequately identify and describe the components of performance, and to determine 
the relative weighting of these components with respect to a given task” (p. 9).

applied to challenge assertions about the validity of scores. Messick (1989) discussed Toulmin and 
Popper at length.
20 An examination of the titles of research published in ETS’s first decades clearly emphasizes 
predictive validity. However, consequential implications of testing or test bias appeared in the mid-
1960s with the work of T. Anne Cleary (1966) and even earlier (Turnbull 1949). Also, Gulliksen’s 
(1950) idea of intrinsic validity, cited by Cronbach and Meehl (1955), is a rare exception on early 
validity theorizing at ETS, to be followed some years later by the  seminal theoretical work of 
Messick. See Kane and Bridgeman Chap. 16, (this volume) for a comprehensive description of 
Messick’s  work and a historical review of validity theory at ETS more generally.
21 Glaser credits Ebel (1962), who was vice president at ETS at the time, with a similar idea.
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The “components of performance” that Glaser thought needed to be developed 
echoed both Tryon’s earlier “components determining individual differences” and 
the “coherent set of operations permitting utilization of content” that Loevinger 
called for. That is, there had been an implied consensus all along as to a key ingredi-
ent for test meaning, namely, identifying the underlying sources of variability in test 
performance, which meant a deeper understanding of the response process itself.22

18.2.1  Validity Theory at ETS

With the benefit of hindsight, it seems that by 1970, the conception of validity 
remained divided, consisting of different “validities,” which had significant implica-
tions for the use of constructed-response formats in education. Three developments 
were needed to further that use:

• With criterion (and especially, predictive) validity as a primary conception of 
validity, economics would delay wider use of constructed-response formats. 
Replacing the Trinitarian view with a unitary view was needed to avoid associat-
ing the different “validities” with specific testing contexts.

• Even under a unitary view, the costs of constructed-response formats would 
remain an obstacle. An expansion of the unitary conception was necessary to 
explicitly give the evidential and consequential aspects of validity equal footing. 
By doing so, the calculus for the deployment of constructed-response formats 
would balance monetary cost with the (possibly intangible) benefits of using the 
format.

• As alluded to earlier, by and large, the broader discussion of validity theory was not 
directed at educational achievement testing. Thus, the third needed development 
was to make the evolution of validity theory applicable to educational testing.

These developments were related and enormous. Unlike the earlier evolution of 
validity, which had taken place outside of ETS, Sam Messick dedicated two decades 
to explicating the unitary view, bringing its evidential and consequential aspects 
more into line with one another, and making the view relevant, if not central, to 
educational testing. These advances, arguably, were essential to wider use of 
constructed- response formats in education.

Calls for a unitary view in the form of construct validity began early on. Messick 
(1989) quoted Loevinger that, “since predictive, concurrent, and content validities 
are all essentially ad hoc, construct validity is the whole of validity from a scientific 
point of view” (p. 17). Messick elaborated that idea, stating that, “almost any kind 

22 Of course, generalizability theory had been under development (Rajaratnam et al. 1965) during 
the 1960s, and it was concerned with components of observed score variability. It distinguishes 
between components of variability that attenuate the interpretation of a score, that is, error vari-
ability, and true score variability, summarizing the results into a generalizability coefficient. It does 
not address the understanding of the response process.
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of information about a test can contribute to an understanding of construct validity, 
but the contribution becomes stronger if the degree of fit of the information with the 
theoretical rationale underlying score interpretation is explicitly evaluated” (p. 17). 
That is, Messick stressed the need for a theoretical rationale to integrate the differ-
ent sources of validity evidence.

Importantly, Messick’s (1980, 1989) unitary view explicitly extended to the con-
sequences of test use, with implications for the use of constructed-response formats. 
Although the message was not well received in some quarters (Kane 2006, p. 54), it 
was in others. For example, Linn et al. (1991) argued,

If performance-based assessments are going to have a chance of realizing the potential that 
the major proponents in the movement hope for, it will be essential that the consequential 
basis of validity be given much greater prominence among the criteria that are used for 
judging assessments. (p. 17)

By the 1990s, there had been wider acceptance that consequential evidence was 
relevant to validity. But that acceptance was one of the later battles that needed to be 
fought. The relevance of the unitary view to educational testing needed to be estab-
lished first. In 1975, Messick wondered, “Why does educational measurement, by 
and large, highlight comparative interpretations, whether with respect to norms or 
to standards,23 and at the same time play down construct interpretations?” (p. 957).

This question was raised in reaction to the predominance that criterion- referenced 
testing had acquired by the 1970s, Among the possible answers Messick (1975) 
proposed for the absence of construct interpretations was the “legacy of behavior-
ism and operationism that views desired behaviors as ends in themselves with little 
concerns for the processes that produce them” (p. 959, emphasis added). That spec-
ulation was later corroborated by Lorie Shepard (1991) who found that, for the most 
part, state testing directors had a behaviorist conception of student learning.

The positive attitude toward behaviorism among state testing directors is infor-
mative because the so-called cognitive revolution had been under way for several 
decades. Although its relevance was recognized early on, its impact on testing prac-
tice was meager. Susan Embretson, who was not associated with ETS, recognized 
those implications (Whitely and Dawis 1974).24 In an important paper, Embretson 
integrated ideas from cognitive science into testing and psychometric theory by 
building on Loevinger’s argument and layering a cognitive perspective on it. 
Embretson (1983) proposed the term construct representation to describe the extent 
to which performance on a test is a function of mental processes hypothesized to 
underlie test performance. An approach to documenting construct representation is 
modeling the difficulty of items as a function of variables representing the response 
process and knowledge hypothesized to underlie performance.25 Modeling of item 

23 In the quotation, by “standards,” he meant criterion referencing.
24 Susan Embretson published as Susan Whitely earlier in her career.
25 For example, the classic item type based on verbal analogies was thoroughly reanalyzed from a 
cognitive perspective (Bejar et al. 1991; Pellegrino and Glaser 1980; Sternberg 1977; Whitely and 
Dawis 1974) with the goal of understanding the variability in the difficulty of the items as a func-
tion of the process and knowledge assumed to be involved in analogical reasoning.
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difficulty is well suited to multiple-choice items, but less so for items requiring a 
constructed response since there would typically be fewer of them in any given test. 
Nevertheless, the concept is equally applicable, as Messick (1994) noted with spe-
cific reference to performance assessment: “Evidence should be sought that the pre-
sumed sources of task complexity are indeed reflected in task performance and that 
the complex skill is captured in the test scores with minimal construct underrepre-
sentation” (p. 20).

Embretson’s construct representation fit well with Messick’s calls for a fuller 
understanding of the response process as a source of validity evidence. But Messick 
(1990) also understood that format had the potential to introduce irrelevancies:

Inferences must be tempered by recognizing that the test not only samples the task universe 
but casts the sampled tasks in a test format, thereby raising the specter of context effects or 
irrelevant method [i.e., format] variance possibly distorting test performance vis-a-vis 
domain performance. (p. 9)

Independently of the evolution of validity theory that was taking place, the calls 
for direct and authentic forms of assessment never stopped, as evidenced by the 
work on portfolio assessments at ETS (Camp 1993; Gentile 1992; Myford and 
Mislevy 1995) and elsewhere. Following the period of “minimum competency test-
ing” in the 1980s there were calls for testing higher order forms of educational 
achievement (Koretz and Hamilton 2006), including the use of so-called authentic 
assessments (Wiggins 1989). The deployment of highly complex forms of assess-
ment in the early 1990s was intended to maximize the positive educational conse-
quences of constructed- response formats and avoid the negative consequences of 
the multiple-choice format, such as teaching to the narrow segment of the curricu-
lum that a multiple-choice test would represent. However, despite the appeal of 
constructed-response formats, such forms of assessment still needed to be evaluated 
from a validity perspective encompassing both evidential and consequential consid-
erations. As Messick (1994) noted,

some aspects of all testing, even performance testing, may have adverse as well as benefi-
cial educational consequences. And if both positive and negative aspects, whether intended 
or unintended, are not meaningfully addressed in the validation process, then the concept of 
validity loses its force as a social value. (p. 22)

Indeed, following the large-scale deployment of performance assessments in 
K–12 in the 1990s (Koretz and Hamilton 2006), it became obvious that overcoming 
the design challenges would take time. Although the assessments appeared to have 
positive effects on classroom practice, the assessments did not meet technical stan-
dards, especially with respect to score reliability. As a result, the pendulum swung 
back to the multiple-choice format (Koretz and Hamilton 2006, p. 535).

Not surprisingly, after the long absence of constructed-response formats from 
educational testing, the know-how for using such formats was not fully developed. 
Reintroducing such formats would require additional knowledge and a technologi-
cal infrastructure that would make the format affordable.
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18.2.2  Conclusion

Arguably, the predictive conception of validity prevalent through most of the 
 twentieth century favored the multiple-choice format. The evolution of validity into 
a more unitary concept was not seen initially as relevant to educational measure-
ment. Samuel Messick thought otherwise and devoted two decades to explicate the 
relevance of a unitary conception, incorporating along the way consequential, not 
just evidentiary, considerations, which was critical to reasoning about the role of 
response format in educational measurement.

18.3  The Interplay of Constructs and Technology

The evolution of validity theory may have been essential to providing a compelling 
rationale for the use of constructed-response formats. However, the cost consider-
ations in an educational setting are still an issue, especially in an educational con-
text: According to Koretz and Hamilton (2006), “concerns about technical quality 
and costs are likely to dissuade most states from relying heavily on performance 
assessments in their accountability systems … particularly when states are facing 
heavy testing demands and severe budget constraints” (p. 536).

An important contribution by ETS to the development of constructed-response 
formats has been to take advantage of technological developments for educational 
and professional testing purposes. Among the most salient advances are the 
following:

• using computers to deploy constructed-response formats that expand construct 
coverage

• taking advantage of technology to enable more efficient human scoring
• pioneering research on automated scoring in a wide range of domains to improve 

cost effectiveness and further leverage the computer as a delivery medium

If the scanner enabled the large-scale use of multiple-choice tests, the advent of the 
computer played a similar role in enabling the large-scale use of constructed-response 
formats.26 Incorporating technological advances into operational testing had been 
common practice at ETS almost from inception (Traxler 1951, 1954). However, a far 
more visionary perspective was apparent at the highest levels of the organization. In 
1951, ETS officer William Turnbull coined the term, tailored testing (Lord 1980, 
p. 151); that is, the idea of adapting the test to the test taker.27 Some years later, as the 
organization’s executive vice president, he elaborated on it (Turnbull 1968):

26 For perhaps the most complete history of the scanner and how it impacted testing, see Russell 
(2006, pp. 36–47).
27 “Tailoring” a test was not a totally new idea, in the sense that Binet was practicing it at the turn 
of the twentieth century. Also, Cowden (1946) at Princeton University used sequential sampling, a 
method associated with quality control, as a test design (see Weiss and Betz 1973; Wood 1973). In 
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The next step should be to provide examinations in which the individual questions are con-
tingent on the student’s responses to previous questions. If you will permit the computer to 
raise its ugly tapes, I would like to put forward the prospect of an examination in which, for 
each examinee, the sequence of questions is determined by his response to items earlier in 
the sequence. The questions will be selected to provide the individual student with the best 
opportunity to display his own profile of talent and accomplishment, without wasting time 
on tasks either well below or well beyond his level of developed ability along any one line. 
Looking farther down this same path, one can foresee a time when such tailor-made tests 
will be part and parcel of the school’s instructional sequence; when the results will be accu-
mulated and displayed regularly as a basis for instruction and guidance; and when the per-
tinent elements of the record will be banked as a basis for such major choice points as the 
student’s selection of a college. (p. 1428, emphasis added)

Although Turnbull was not addressing the issue of format, his interest in 
computer- based testing is relevant to the eventual wider use of constructed-response 
formats, which perhaps would not have been feasible in the absence of computer- 
based testing. (The potential of microcomputers for testing purposes was recog-
nized early at ETS; Ward 1984.) That an officer and future president of ETS would 
envision in such detail the use of computers in testing could have set the stage for an 
earlier use of computers for test delivery than might otherwise have been the case. 
And, if as Fowles (2012) argued, computer delivery was in part responsible for the 
adoption of writing in postsecondary admissions tests like the GRE General Test, 
then it is possible that the early adoption of computer delivery by ETS accelerated 
that process.28 The transition to computer delivery started with what was later named 
the ACCUPLACER® test, a placement test consisting entirely of multiple-choice 
items developed for the College Board. It was first deployed in 1985 (Ward 1988). 
It is an important first success because it opened the door for other tests to 
follow.29

Once computer delivery was successfully implemented, it would be natural for 
other ETS programs to look into the possibility. Following the deployment of 
ACCUPLACER, the GRE General Test was introduced in 1992 (Mills and Steffen 
2000). The 1992 examination was an adaptive test consisting of multiple-choice 
sections for Verbal Reasoning, Quantitative Reasoning, and Analytical Reasoning. 
However, the Analytical Reasoning measure was replaced in 2002 by the Analytical 

fact, an experiment in the adaptive administration of the Stanford–Binet was reported as early as 
1947 (Hutt 1947) and Hick (1951) shortly thereafter presented the essence of all the components 
of adaptive testing as we understand the term today.
28 The contributions of Martha Stocking (1942–2006) in this process should be acknowledged. She 
was hired by Fred Lord in the 1960s and was soon making contributions to adaptive testing on her 
own (Stocking 1969). She made many contributions to adaptive testing over her career, especially 
in the area of controlling the exposure of individual test items (Stocking and Swanson 1993).
29 Although it is entirely possible that while Turnbull may have been a visionary and could have 
encouraged Fred Lord to think about the idea of adaptive testing, Turnbull, apparently, was not 
involved in the decisions leading to the implementation of adaptive testing. ACCUPLACER (Ward 
1988), the first ETS-produced adaptive test, was deployed in 1985 some years after Turnbull had 
resigned as president of ETS in 1981, according to Bill Ward (personal communication, July 6, 
2010), who was the main developer of ACCUPLACER at ETS.
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Writing section, consisting of two prompts: an issue prompt (45 minutes with a 
choice between two prompts) and an argument prompt (30 minutes).

The transition to computer delivery in 1992 and the addition of writing in 2002 
appear to have flowed seamlessly, but in fact, the process was far more circuitous. 
The issue and argument prompts that composed the Analytical Writing measure 
were a significant innovation in assessment design and an interesting example of 
serendipity, the interplay of formats, technology, and attending to the consequences 
of testing.

Specifically, the design of the eventual GRE Analytical Writing measure evolved 
from the GRE Analytical Reasoning (multiple-choice) measure, which was itself a 
major innovation in the assessment of reasoning (Powers and Dwyer 2003). The 
Analytical Reasoning measure evolved by including and excluding different item 
types. In its last incarnation, it consisted of two multiple-choice item types, analyti-
cal reasoning and logical reasoning. The logical reasoning item type called for eval-
uating plausible conclusions, determining missing premises, finding the weakness 
of a conclusion, and so on (Powers and Dwyer 2003, p. 19). The analytical reason-
ing item type presented a set of facts and rules or restrictions. The test taker was 
asked to ascertain the relationships permissible among those facts, and to judge 
what was necessary or possible under the given constraints (Chalifour and Powers 
1989).

Although an extensive program of research supported the development of the 
Analytical Reasoning measure, it also presented several challenges especially under 
computer delivery. In particular, performance on the logical reasoning items corre-
lated highly with the verbal reasoning items, whereas performance on the analytical 
reasoning items correlated highly with quantitative reasoning items (Powers and 
Enright 1987), raising doubts about the construct it assessed. Moreover, no conclu-
sive validity evidence for the measure as a whole was found when using an external 
criterion (Enright and Powers 1991). The ambiguous construct underpinnings of the 
Analytical Reasoning measure were compounded by the presence of speededness 
(Bridgeman and Cline 2004), which was especially harmful under computer deliv-
ery. Given the various challenges encountered by the Analytical Reasoning mea-
sure, it is no surprise that it ultimately was replaced by the Analytical Writing 
measure, which offered a well-balanced design.

The issue prompt has roots in the pedagogy of composition. As D’Angelo (1984) 
noted, textbooks dating back to the nineteenth century distinguish four genre: nar-
ration, description, exposition, and argumentation. Argumentation was defined as 
“the attempt to persuade others of the truth of a proposition” (p.  35, emphasis 
added). There is less precedent, if any, for the GRE argument prompt, which pres-
ents the task of critiquing an argument. The germ for the idea of an argument- 
critique prompt was planted during efforts to better prepare minority students for 
the GRE Analytical Reasoning measure, specifically, the logical reasoning item 
type (Peter Cooper, personal communication, November 27, 2013):

The Logical Reasoning items … took the form of a brief stimulus passage and then one or 
more questions with stems such as “Which of the following, if true, weakens the argu-
ment?,” “The argument above rests on which of the following assumptions,” and so forth, 
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with five options. At a workshop in Puerto Rico, a student commented that he would prefer 
questions that allowed him to comment on the argument in his own terms, not just pick an 
answer someone else formulated to a question someone else posed. I thought to myself, 
“Interesting concept … but be careful what you wish for” and did nothing for a couple of 
years, until [Graduate Management Admission Test] GMAT … told us in the summer of 
1993 that it wanted to add a constructed-response measure, to be operational by October 
1994, that would get at analytical reasoning—i.e., not just be another writing measure that 
rewarded fluency and command of language, although these would matter as well. Mary 
Fowles had discussed “Issue”-like prototypes with the [Graduate Management Admission 
Council] GMAC’s writing advisory committee, which liked the item type but seemed to 
want something more “analytical” if possible. I recalled the student’s comment and thought 
that a kind of constructed-response Logical Reasoning item could pair well with the Issue- 
type question to give a complementary approach to analytical writing assessment: In one 
exercise, students would make their own argument, developing a position on an issue, and 
in the other exercise they would critically evaluate the line of reasoning and use of evidence 
in an argument made by someone else. Both kinds of skills are important in graduate-level 
work.

Mary Fowles (2012) picked up the story from there: “What caused this seem-
ingly rapid introduction of direct writing assessment for admission to graduate and 
professional programs?” (pp.  137–138). She cited factors such as the “growing 
awareness [of the relationship] between thinking and writing”; the availability of 
the computer as a delivery medium, which “enabled most examinees to write more 
fluently” and “streamlined the process of collecting written responses”; and “essay 
testing programs [that] now had the advantage of using automated scoring” 
(pp. 137–138).

Although the genesis of the argument prompt type came from attempts to help 
prepare students of diverse backgrounds for the multiple-choice GRE Analytical 
Reasoning section, the analytical writing measure comprising issue and argument 
prompts was used first by the GMAT. In 1994, that measure was offered in paper-
and-pencil form, and then moved to computer when GMAT converted to an adap-
tive test in 1997. The GRE first used the measure as a stand-alone test (the GRE 
Writing Assessment) in 1999 and incorporated it into the General Test in 2002, as 
noted earlier.

The transition to computer delivery in the 1990s was not limited to the GRE and 
GMAT. The TOEFL® test transitioned as well. It evolved from a test conceived in 
the 1960s to a measure rooted in the communicative competence construct (Canale 
and Swain 1980; Duran et al. 1987). The earlier efforts to bolster TOEFL by intro-
ducing stand-alone writing and speaking tests—the Test of Written English (TWE® 
test) and the Test of Spoken English (TSE® test)—were seen as stopgap measures 
that led to an “awkward” situation for the “communication of score meaning” (C. A. 
Taylor and Angelis 2008, p. 37). Importantly, communicative competence called for 
evidence of proficiency in productive skills, which meant the assessment of writing 
and speaking proficiency in academic settings. In the case of speaking, these 
requirements meant that ultimately complex multimodal tasks were needed where 
students would read or listen to a stimulus and provide a spoken response. The con-
struct of communicative competence was unpacked in frameworks corresponding to 
the four skills thought to compose it: reading (Enright et al. 2000), listening (Bejar 
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et al. 2000), writing (Cumming et al. 2000), and speaking (Butler et al. 2000). The 
frameworks served as the basis for experimentation, after which the blueprint for 
the test was set (Pearlman 2008a).

Computer delivery would prove critical to implementing such an ambitious test, 
especially the measurement of the productive skills. The inclusion of writing was 
relatively straightforward because there was already experience from GRE and 
GMAT. In fact, when it first transitioned to computer in 1998, TOEFL CBT used the 
TWE prompt as either a typed or handwritten essay. Nevertheless, there were still 
significant challenges, especially technological and assessment design challenges. 
The assessment of computer-delivered speaking on an international scale was 
unprecedented, especially considering the test security considerations.30 The first 
generation of computer delivery that had served GRE and TOEFL CBT was less 
than ideal for effectively and securely delivering an international test administered 
every week. For one, testing that required speaking had the potential to interfere 
with other test takers. In addition, the quality of the speech captured needed to be 
high in all test centers to avoid potential construct-irrelevant variance. These require-
ments meant changes at the test centers, as well as research on the best microphones 
to capture spoken responses. On the back end, written and spoken responses needed 
to be scored quickly to comply with a turnaround of no more than 10 days. These 
requirements influenced the design of the next-generation test delivery system at 
ETS, iBT (Internet-based testing), and when the latest version of TOEFL was 
released in 2005, it was called the TOEFL iBT® test (Pearlman 2008a).

In addition to the technological challenges of delivering and scoring a secure 
speaking test, there were several assessment design challenges. To accommodate 
the international volume of test takers, it was necessary to administer the test 50 
times a year. Clearly, the forms from week to week needed to be sufficiently differ-
ent to prevent subsequent test takers from being able to predict the content of the 
test. The central concept was that of reusability, a key consideration in ECD, which 
was implemented by means of item templates (Pearlman 2008a).

18.3.1  Computer-Mediated Scoring

Once tests at ETS began to transition to computer delivery, computer-mediated 
scoring became of interest. Typically, faculty, in the case of educational tests, or 
practitioners, in the case of professional assessments, would congregate at a central 
location to conduct the scoring. As volume grew, best practices were developed, 
especially in writing (Baldwin 2004), and more generally (Baldwin et  al. 2005; 
McClellan 2010). However, the increase in testing volumes called for better utiliza-
tion of technology in the human scoring process.

30 The IELTS assessment includes a speaking test but, unlike TOEFL, is administered locally by 
live examiners. Pearson currently offers a competitor to the TOEFL tests that includes writing and 
speaking measures that are scored solely by computer.
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Perhaps anticipating the imminence of larger volumes, and the increasing avail-
ability of computers, there was experimentation with “remote scoring” fairly early31 
(Breland and Jones 1988). In the Breland and Jones study, the essays were distrib-
uted via courier to the raters at home. The goal was to evaluate whether solo scoring 
was feasible compared to centralized or conference scoring. Not surprisingly this 
form of remote scoring was not found to be as effective as conference scoring. All 
the affordances of computer technology were not taken advantage of until a few 
years later (Bejar and Whalen 2001; Driscoll et al. 1999; Kuntz et al. 2006).

The specialized needs of NAEP motivated a somewhat different use of the com-
puter to mediate the human scoring process. In the early 1990s the NAEP program 
started to include state samples, which led to large increases in the volume of con-
structed responses. Such responses were contained in a single booklet for each stu-
dent. To avoid potential scoring bias that would result from a single reader scoring 
all the constructed responses from a given student, a system was developed where 
the responses would be physically clipped and scanned separately. The raters would 
then score the scanned responses displayed on a terminal, with each response for a 
student routed to a different rater. The scoring of NAEP constructed responses was 
carried out by a subcontractor (initially NCS, and then Pearson after it acquired 
NCS) under direction from ETS. Scoring was centralized (all the raters were at the 
same location), but computer images of the work product were presented on the 
screen and the rater entered a score that went directly into a database.32

18.3.2  Automated Scoring

Though technology has had an impact on human scoring, a more ambitious idea 
was to automate the scoring of constructed responses. Page, a professor at the 
University of Connecticut, first proposed the idea for automated scoring of essays 
(Page 1966). It was an idea ahead of its time, because for automated scoring to be 
maximally useful, the responses need to be in digital form to begin with; digital test 
delivery was some decades away. However, as the computer began to be used for 
test delivery, even if it was limited to multiple- choice items, it was natural to study 
how the medium might be leveraged for constructed-response scoring purposes. 
Henry Braun, then vice president for research management, posed precisely that 
question (personal communication, July 9, 2014). Although a statistician by train-
ing, he was familiar with the literature on expert systems that had proliferated by the 

31 Even earlier, in the 1950s, Paul Diederich experimented enthusiastically with “lay readers,” or 
“college-educated housewives” (Burke 1961, p. 258).
32 Interestingly, during the same period, there was much activity at ETS related to scanning tech-
nology that had been developed for processing financial aid applications, led by Keith Reid-Green 
(1990). In fact, the seasonal nature of financial aid applications meant that the scanners ETS had 
could be used in support of other work, such as NAEP. However, in the end, the NAEP directors 
opted to use an external vendor.
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1980s as a means of aiding and even automating expert judgment. In contrast to 
earlier research on actuarial judgment (Bejar et al. 2006), where the clinician and a 
regression equation were compared, in expert systems the role of the computer is 
more ambitious and consists of both analyzing an object (e.g., a doctor’s course of 
treatment for a patient, an architectural design) and, based on that analysis, making 
a decision about the object, such as assigning a score level.

Randy Bennett took the lead at ETS in exploring the technology for scoring con-
structed responses in concert with theory about the relevant constructs, including 
mathematics (Bennett and Sebrechts 1996; Bennett et  al. 1999, 2000a; Sandene 
et al. 2005; Sebrechts et al. 1991, 1996), computer science (Bennett and Wadkins 
1995), graphical items (Bennett et  al. 2000a; b), and formulating hypotheses 
(Bennett and Rock 1995). The scoring of mathematics items has reached a signifi-
cant level of maturity (Fife 2013), as has the integration of task design and auto-
mated scoring (Graf and Fife 2012).

Much of the research on automated scoring was experimental, in the sense that 
actual applications needed to await the delivery of tests by computer. One ETS cli-
ent, the National Council of Architectural Registration Boards (NCARB), was seri-
ously considering on its own the implications of technology for the profession. The 
software used in engineering and architecture, computer-assisted design (CAD), 
was transitioning during the 1980s from minicomputers to desktop computers. A 
major implication of that transition was that the cost of the software came down 
significantly and became affordable to an increasingly larger number of architecture 
firms, thereby changing, to some extent, the entry requirements for the profession. 
Additionally, the Architectural Registration Examination introduced in 1983 was 
somewhat unwieldy, consisting of many parts that required several years to com-
plete, since they could not all be taken together over the single testing window that 
was made available every June. A partnership between ETS and NCARB was estab-
lished to transition the test to computer delivery and allow continuous testing, revise 
the content of the test, and take advantage of computer delivery, including auto-
mated scoring.

Management of the relationship between ETS and NCARB was housed in ETS’s 
Center for Occupational and Professional Assessment (COPA), led by vice presi-
dent Alice Irby, who was aware of the research on the utilization of computers for 
test delivery and scoring under Henry Braun. A project was initiated between ETS 
and NCARB that entailed developing new approaches to adaptive testing with 
multiple- choice items in a licensing context (Lewis and Sheehan 1990; Sheehan and 
Lewis 1992) and that had the more ambitious goal of delivering and scoring on 
computer the parts of the examination that required the demonstration of design 
skills.

The paper-and-pencil test used to elicit evidence of design skills included a very 
long design problem that took some candidates up to 14 hours to complete. Scoring 
such a work product was a challenge even for the practicing architects, called jurors. 
The undesirability of a test consisting of a single item from a psychometric perspec-
tive was not necessarily understood by the architects. However, they had realized 
that a single-item test could make it difficult for the candidate to recover from an 
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early wrong decision. That insight led to an assessment consisting of smaller 
constructed- response design tasks that required demonstrations of competence in 
several aspects of architectural practice (Bejar 2002; Bejar and Braun 1999). The 
process of narrowing the test design to smaller tasks was informed by practice anal-
yses intended to identify the knowledge, skills, and abilities (so-called KSAs) 
required of architects, and their importance. This information was used to construct 
the final test blueprint, although many other considerations entered the decision, 
including considerations related to interface design and scorability (Bennett and 
Bejar 1998).

Reconceptualizing the examination to better comply with psychometric and 
technological considerations was a first step. The challenge of delivering and scor-
ing the architectural designs remained. The interface and delivery, as well as super-
vising the engineering of the scoring engines, was led by Peter Brittingham, while 
the test development effort was led by Dick Devore. The scoring approach was 
conceived by Henry Braun (Braun et al. 2006) and Bejar (1991). Irv Katz contrib-
uted a cognitive perspective to the project (Katz et al. 1998). The work led to opera-
tional implementation in 1997, possibly the first high-stakes operational application 
of automated scoring.33

While ETS staff supported research on automated scoring in several domains, 
perhaps the ultimate target was essays, especially in light of their increasing use in 
high-volume testing programs. Research on automated scoring of textual responses 
began at ETS as part of an explicit effort to leverage the potential of technology for 
assessment. However, the first thorough evaluation of the feasibility of automated 
essay scoring was somewhat fortuitous and was carried out as a collaboration with 
an external partner. In the early 1990s, Nancy Petersen heard Ellis B. Page discuss 
his system, PEG, for scoring essays34 at an AERA reception. Petersen suggested to 
Page the possibility of evaluating the system in a rigorous fashion using essays from 
72 prompts taken from the PRAXIS® program, which had recently begun to collect 
essays on computer. The report (Page and Petersen 1995) was optimistic about the 
feasibility of automated scoring but lacked detail on the functioning of the scoring 
system. Based on the system’s relatively positive performance, there was discussion 
between ETS and Page regarding a possible licensing of the system for nonopera-
tional use, but the fact that Page would not fully reveal35 the details of the system 
motivated ETS to invest further in its own development and research on automated 
scoring of essays. That research paid off relatively quickly since the system devel-
oped, the e-rater® engine, was put into operation in early 1999 to score GMAT 

33 The National Board of Medical Examiners (NBME) had also wanted to use automated scoring 
as part of its licensing test and had a project with that goal at about the same time the ETS and 
NCARB project was underway. Staff from both projects met informally over the years to exchange 
information. The NBME examination with automated scoring of Step 3 (Primum Computer Case 
Simulations) became operational in 2000 (P.  Harik, personal communication, July 14, 2014), 
backed by a considerable body of research (Clauser 2000; Clauser et al. 2002; Clyman et al. 1995).
34 The system is currently owned by Measurement Incorporated.
35 According to Kaplan et al. (1995), the only feature that was revealed was essay length.
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essays (Burstein et  al. 1998). The system has continued to evolve (Attali and 
Burstein 2006; Burstein et al. 2004; Burstein et al. 2013) and has become a major 
ETS asset. Importantly, the inner workings of e-rater are well documented (Attali 
and Burstein 2006; Quinlan et al. 2009), and disclosed through patents.

The e-rater engine is an example of scoring based on linguistic analysis, which is 
a suitable approach for essays (Deane 2006). While the automated scoring of essays 
is a major accomplishment, many tests rely on shorter textual responses, and for that 
reason approaches to the scoring of short textual responses have also been 
researched. The basic problem of short-answer scoring is to account for the multiple 
ways in which a correct answer can be expressed. The scoring is then a matter of 
classifying a response, however expressed, into a score level. In the simplest case, 
the correct answer requires reference to a single concept, although in practice a 
response may require more than one concept. Full credit is given if all the concepts 
are present in the response, although partial credit is also possible if only some of 
the concepts are offered.

Whereas the score humans would assign to an essay can be predicted from lin-
guistic features that act as correlates of writing quality, in the case of short responses, 
there are fewer correlates on which to base a prediction of a score. In a sense, the 
scoring of short responses requires an actual understanding of the content of the 
response so that it can be then be classified into a score level. The earliest report on 
short-answer scoring at ETS (Kaplan 1992) was an attempt to infer a “grammar” 
from a set of correct and incorrect responses that could be used to classify future 
responses. The approach was subsequently applied to scoring a computer-delivered 
version of a task requiring the generation of hypotheses (Kaplan and Bennett 1994). 
A more refined approach to short-answer scoring, relying on a more robust linguis-
tic representation of responses, was proposed by Burstein et al. (1999), although it 
was not applied further.

As the complexities of scoring short answers became better understood, the com-
plexity and sophistication of the approach to scoring grew as well. The next step in 
this evolution was the c-rater™ automated scoring engine (Leacock and Chodorow 
2003).36 The system was motivated by a need to lower the scoring load of teachers. 
Unlike earlier efforts, c-rater requires a model of the correct answer such that scor-
ing a response is a matter of deciding whether it matches the model response. 
Developing such a model is not a simple task given the many equivalent ways of 
expressing the same idea. One of the innovations introduced by c-rater was to pro-
vide an interface to model the ideal response. In effect, a model response is defined 
by a set of possible paraphrases of the correct answer that are then represented in 
canonical or standard form. To evaluate whether a given response is in the set 
requires linguistic processing to deal with spelling and other issues so that the 
 student response can be recast into the same canonical form as the model. The 
actual scoring is a matter of matching the student response against the model, guided 
by a set of linguistic rules. Because student responses can contain many spelling and 

36 The system was developed under an ETS subsidiary, ETS Technologies, which was ultimately 
folded back into R&D at ETS.
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grammatical errors, the matching process is “fairly forgiving” (Leacock and 
Chodorow 2003, p.  396). The c-rater engine was evaluated in studies for NAEP 
(Sandene et al. 2005), and in other studies has been found useful for providing feed-
back to students (Attali 2010; Attali and Powers 2008, 2010). The most recent eval-
uation of the c-rater approach (Liu et al. 2014) took advantage of some refinements 
introduced by Sukkarieh and Bolge (2008). O. L. Liu et al. (2014) concluded that 
c-rater cannot replace human scores, although it has shown promise for use in low- 
stakes settings.

One limitation of c-rater is scalability. A scoring model needs to be developed for 
each question, a rather laborious process. A further limitation is that it is oriented to 
scoring responses that are verbal. However, short answers potentially contain num-
bers, equations, and even drawings.37

More recent approaches to short answer scoring have been developed including 
one referred to as Henry ML. Whereas c-rater makes an attempt to understand the 
response by identifying the presence of concepts, these newer approaches evaluate 
low-level aspects of the response, including “sparse features” like word and charac-
ter n-grams, as well as “dense features” that compare the semantic similarity of a 
response to responses with agreed upon-scores (Liu et al. 2016; Sakaguchi et al. 
2015).

The foregoing advances were followed by progress in the scoring of spoken 
responses. An automated approach had been developed during the 1990s by the 
Ordinate Corporation based on “low-entropy” tasks, such as reading a text aloud 
(Bernstein et al. 2000). The approach was, however, at odds with the communicative 
competence perspective that was by then driving the thinking of TOEFL developers. 
ETS experimented with automated scoring of high-entropy spoken responses 
(Zechner, Bejar, & Hemat, 2007). That is, instead of reading a text aloud, the tasks 
called for responses that were relatively extemporaneous and therefore more in line 
with a communicative perspective. The initial experimentation led rather quickly to 
an approach that could provide more comprehensive coverage of the speaking con-
struct (Zechner et al. 2007b, 2009a). The current system, known as the SpeechRaterSM 
service, is used to score the TOEFL Practice Online (TPO™) test, which is modeled 
after the speaking component of the TOEFL. Efforts continue to further expand the 
construct coverage of the scoring engine by integrating additional aspects of speak-
ing proficiency, such as content accuracy and discourse coherence (Evanini et al. 
2013; Wang et al. 2013; Yoon et al. 2012). Additionally, the scope of applicability 
has been expanded beyond English as a second language (ESL) to also include the 
assessment of oral reading proficiency for younger students by means of low-
entropy tasks (Zechner et al. 2009b, 2012). Importantly, the same underlying engine 
is used in this latter case, which argues well for the potential of that engine to sup-
port multiple types of assessments.

37 The Smarter Balanced consortium, for example, field tested in 2014 such item types (Smarter 
Balanced Assessment Consortium 2014).
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18.3.3  Construct Theory and Task Design

Technology was as important to the adoption of constructed-response formats as it 
was for the multiple-choice format, where the scanner made it possible to score 
large volumes of answer sheets. However, much more was needed in the case of 
constructed-response formats besides technology. Invariably, progress was pre-
ceded or accompanied by work on construct definition.

18.3.3.1  Writing

The publication that may have been responsible for the acceptance of holistic scor-
ing (Godshalk et al. 1966) was, in fact, an attempt to empirically define the writing 
construct. Over the years, many other efforts followed, with various emphases 
(Breland 1983; Breland and Hart 1994; Breland et al. 1984, 1987). Surveys of grad-
uate faculty identified written argumentation, both constructing and critiquing argu-
ments, as an important skill for success in graduate school (Enright and Gitomer 
1989). Summaries of research through 1999 (Breland et al. 1999) show convergence 
on various issues, especially the importance of defining the construct, and then 
designing the test accordingly to cover the intended construct, while simultaneously 
avoiding construct-irrelevant variance. In the case of the GMAT and GRE,38 a design 
consisting of two prompts, creating and evaluating arguments, emerged after several 
rounds of research (Powers et al. 1999a). The design remains in GMAT and GRE.

Writing was partially incorporated into the TOEFL during the 1980s in the form 
of the TWE. It was a single-prompt “test.” A history of the test is provided by 
Stansfield (1986a). With plans to include writing in the revised TOEFL, more sys-
tematic research among English language learners began to emerge, informed by 
appropriate theory (Hamp-Lyons and Kroll 1997). Whereas the distinction between 
issue and argument is thought to be appropriate for GRE and GMAT, in the case of 
TOEFL the broader construct of communicative competence has become the foun-
dation for the test. With respect to writing, a distinction is made between an inde-
pendent and an integrated prompt. The latter requires the test takers to refer to a 
document they read as part of the prompt. (See TOEFL 2011, for a brief history of 
the TOEFL program.)

Understandably, much of the construct work on writing has emphasized the post-
secondary admissions context. However, in recent years, K-12 education reform 
efforts have increasingly incorporated test-based accountability approaches (Koretz 
and Hamilton 2006). As a result, there has been much reflection about the nature of 
school-based testing. The research initiative known as CBAL (Cognitively Based 
Assessment of, for, and as Learning) serves as an umbrella for experimentation on 

38 Today, the GMAT is administered and developed under the auspices of the Graduate Management 
Admissions Council (GMAC). It was originally developed at ETS for the GMAC and shared item 
types and staff with the GRE program. The interest in incorporating writing in the GMAT dates 
back to at least the mid-1980s (Owens 2006).
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next-generation K–12 assessments. Under this umbrella, the writing construct has 
expanded to acknowledge the importance of other skills, specifically reading and 
critical thinking, and the developmental trajectories that underlie proficiency (Deane 
2012; Deane and Quinlan 2010; Deane et al. 2008, 2012). In addition to expanding 
the breadth of the writing construct, recent work has also emphasized depth by 
detailing the nature of the evidence to be sought in student writing, especially argu-
mentative writing (Song et al. 2014). Concomitant advances that would enable auto-
mated scoring for rich writing tasks have also been put forth (Deane 2013b).

18.3.3.2  Speaking

The assessment of speaking skills has traditionally taken place within an ESL 
context. The TSE (Clark and Swinton 1980) was the first major test of English 
speaking proficiency developed at ETS. Nevertheless, Powers (1984) noted that 
among the challenges facing the development of speaking measures were con-
struct definition and cost. With respect to construct definition, a major conference 
was held at ETS in the 1980s (Stansfield 1986b) to discuss the relevance of com-
municative competence for the TOEFL. Envisioning TOEFL from that perspec-
tive was a likely outcome of the conference (Duran et al. 1987). Evidence of the 
acceptance of the communicative competence construct can be seen in its use to 
validate TSE scores (Powers et al. 1999b), and in the framework for incorporating 
a speaking component in a revised TOEFL (Butler et al. 2000). The first step in 
the development of an operational computer-based speaking test was the TOEFL 
Academic Speaking Test (TAST), a computer-based test intended to familiarize 
TOEFL test takers with the new format. TAST was introduced in 2002 and served 
to refine the eventual speaking measure included in TOEFL iBT. Automated scor-
ing of speaking as discussed above, could help to reduce costs, but is not yet suf-
ficiently well developed (Bridgeman et  al. 2012). The TOEIC® Speaking and 
Writing test followed the TOEFL (Pearlman 2008b) in using ECD for assessment 
design (Hines 2010) as well as in the inclusion of speaking (Powers 2010; Powers 
et al. 2009).

18.3.3.3  Mathematics

Constructed-response items have been standard in the AP program since inception 
and were already used in NAEP by 1990 (Braswell and Kupin 1993). The SAT 
relied on multiple-choice items for much of its history (Lawrence et al. 2002) but 
also introduced in the 1990s a simple constructed-response format, the grid-in item, 
that allowed students to enter numeric responses. Because of the relative simplicity 
of numeric responses, they could be recorded on a scannable answer sheet, and 
therefore scored along with the multiple-choice responses. Various construct-related 
considerations motivated the introduction of the grid-in format, among them the 
influence of the standards produced by the National Council of Teachers of 

18 A Historical Survey of Research Regarding Constructed-Response Formats



596

Mathematics (Braswell 1992) but also considerations about the response process. 
For example, Bridgeman (1992) argued that in a mathematics context, the multiple- 
choice format could provide the student inadvertent hints and also make it possible 
to arrive at the right answers by reasoning backward from the options. He evaluated 
the SAT grid-in format with GRE items and concluded that the multiple-choice and 
grid-in versions of GRE items behaved very similarly. Following the adoption of the 
grid-in format in the SAT, a more comprehensive examination of mathematics item 
formats that could serve to elicit quantitative skills was undertaken, informed by 
advances in the understanding of mathematical cognition and a maturing computer- 
based infrastructure (Bennett and Sebrechts 1997; Bennett et al. 1997, 1999, 2000a, 
b; Sandene et al. 2005; Sebrechts et al. 1996). More recently, the mathematics strand 
of the CBAL initiative has attempted to unpack mathematical proficiency by means 
of competency models, the corresponding constructed-response tasks (Graf 2009), 
and scoring approaches (Fife 2013).

18.3.3.4  History39

A design innovation introduced by the AP history examinations was the document- 
based question (DBQ). Such questions require the test taker to incorporate, in a 
written response, information from one or more historical documents.40 The idea for 
the format was based on input from a committee member who had visited libraries 
in England and saw that there were portfolios of primary historical documents, 
which apparently led to the DBQ. The DBQ was first used with the U.S. History 
examination, and the European History examination adopted the format the follow-
ing year, as did World History when it was introduced in 2002. The scoring of 
document-based responses proved to be a challenge initially, but since its rationale 
was so linked to the construct, the task has remained.

18.3.3.5  Interpersonal Competence

Interpersonal competence has been identified as a twenty-first-century educational 
skill (Koenig 2011) as well as a workforce skill (Lievens and Sackett 2012). The 
skill was assessed early on at ETS by Larry Stricker (Stricker 1982; Stricker and 
Rock 1990) in a constructed-response format by means of videotaped stimuli, a 
relatively recent invention at the time. The recognition of the affordances of 

39 This section is based on an interview conducted on May 12, 2011, with Despina Danos, a senior 
Advanced Placement assessment developer.
40 Although it is safe to say that assessments in the 1960s did not flow from a comprehensive frame-
work or the explication of the target constructs, the current construct statement for AP History 
includes the skill of “crafting historical arguments from historical evidence” (College Board 2011, 
p. 8).
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technology appears to have been the motivation for the work (Stricker 1982): “The 
advent of videotape technology raises new possibilities for assessing interpersonal 
competence because videotape provides a means of portraying social situations in a 
comprehensive, standardized, and economical manner” (p. 69).

18.3.3.6  Professional Assessments

Historically, ETS tests have been concerned with aiding the transition to the next 
educational level and, to a lesser extent, with tests designed to certify professional 
knowledge. Perhaps the earliest instance of this latter line of work is the “in-basket 
test” developed by Frederiksen et  al. (1957). Essentially, the in-basket format is 
used to simulate an office environment where the test taker plays the role of school 
principal or business executive, for example. The format was used in an extended 
study concerned with measurement of the administrative skills of school principals 
in a simulated school (Hemphill et al. 1962). Apart from the innovative constructed- 
response format, the assessment was developed following what, in retrospect, was a 
very sophisticated assessment design approach. First, a job analysis was conducted 
to identify the skills required of an elementary school principal. In addition, the 
types of problems an elementary school principal is confronted with were identified 
and reduced to a series of incidents. This led to a universe of potential items by 
combining the problems typically confronted with the skills assumed to be required 
to perform as a principal based on the best research at the time (Hemphill et al. 
1962, p. 47). Three skills were assumed to be (a) technical, (b) human, and (c) con-
ceptual. The four facets of the jobs were taken to be (a) improving educational 
opportunity, (b) obtaining and developing personnel, (c) maintaining effective inter-
relationships with the community, and (d) providing and maintaining funds and 
facilities. The crossing of skill and facets led to a 4 × 3 matrix. Items were then 
written for each cell.

While the research on the assessment of school principals was highly innovative, 
ETS also supported the assessment of school personnel with more traditional  
measures. The first such assessment was bequeathed to the organization when the 
American Council on Education transferred the National Teacher Examination 
(NTE) in 1948 to the newly founded ETS.  However, in the early 1980s, under 
President Greg Anrig41 a major rethinking of teacher testing took place and culmi-
nated in the launching, in 1993, of the PRAXIS SERIES® tests. The PRAXIS I® and 
PRAXIS II® tests were concerned with content and pedagogical knowledge mea-
sured by multiple-choice items, as well as some types of constructed- response tasks. 
However, the PRAXIS III® tests were concerned with classroom performance and 
involved observing teachers in situ, a rather sharp departure from traditional mea-

41 Greg Anrig was ETS’s third president from 1981 until his death in 1993.
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surement approaches. Although classroom observation has long been used in educa-
tion, PRAXIS III appears to be among the first attempts to use 
observations- as-measurement in a classroom context. The knowledge base for the 
assessment was developed over several years (Dwyer 1994) and included scoring 
rubrics and examples of the behavior that would be evidence of the different skills 
required of teachers. The PRAXIS III work led to the Danielson Framework for 
Teaching,42 which has served as the foundation for school-leader evaluations of 
teachers in many school districts, as well as for video-based products concerned 
with evaluation,43 including those of the MET project (Bill and Melinda Gates 
Foundation 2013).

Whereas PRAXIS III was oriented toward assessing beginning teachers, ETS 
was also involved with the assessment of master teachers as part of a joint project 
with the National Board of Professional Teaching Standards (NBPTS). The goal of 
the assessment was to certify the expertise of highly accomplished practitioners. 
Pearlman (2008a, p.  88) described the rich history as “a remarkable journey of 
design, development, and response to empirical evidence from practice and use,” 
including the scoring of complex artifacts. Gitomer (2007) reviewed research in 
support of NBPTS.

COPA was devoted to developing assessments for licensing and certification in 
fields outside education. In addition to that of architects mentioned earlier, COPA 
also considered the licensing of dental hygienists (Cameron et al. 2000; Mislevy 
et al. 1999, 2002b), which was one of the earliest applications of the ECD frame-
work that will be discussed next.

18.3.3.7  Advances in Assessment Design Theory

For most of the twentieth century, there did not exist a comprehensive assessment 
design framework that could be used to help manage the complexity of developing 
assessments that go beyond the multiple-choice format. Perhaps this was not a prob-
lem because such assessments were relatively few and any initial design flaws could 
be remedied over time. However, several factors motivated the use of more ambi-
tious designs, including the rapid technological innovations introduced during the 
second half of the twentieth century, concerns about the levels of achievement and 
competitiveness of U.S. students, the continued interest in forms of assessment 
beyond the multiple-choice item, and educational reform movements that have 
emphasized test-based accountability. A systematic approach to the design of com-
plex assessments was needed, including ones involving the use of complex con-
structed responses.

42 http://danielsongroup.org/framework/
43 http://www.teachscape.com/
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ECD is rooted in validity theory. Its genesis (Mislevy et al. 2006) is in the follow-
ing quote from Messick (1994) concerning assessment design, which, he argued,

would begin by asking what complex of knowledge, skills, and other attributes should be 
assessed, presumably because they are tied to explicit or implicit objectives of instruction 
or are otherwise valued by society. Next, what behaviors or performances should reveal 
those constructs, and what task or situations should elicit those behaviors? Thus, the nature 
of the construct guides the selection or construction of relevant tasks as well as the rational 

development of construct-based scoring criteria and rubrics. (p. 17, emphasis added)

ECD is a fleshing out of the quote into a comprehensive framework consisting of 
interlocking models. The student model focuses on describing the test taker, whereas 
the evidence model focuses on the nature and analysis of the responses. The evi-
dence model passes its information to the student model to update the characteriza-
tion of what the examinee knows and can do. Finally, the task model describes the 
items. Thus, if the goal is to characterize the students’ communicative competence, 
an analysis of the construct is likely to identify writing and speaking skills as com-
ponents, which means the student model should include characterizations of these 
student skills. With that information in hand, the details of the evidence model can 
be fleshed out: What sort of student writing and speaking performance or behavior 
constitutes evidence of students’ writing and speaking skills? The answer to that 
question informs the task models, that is, what sorts of tasks are required to elicit the 
necessary evidence? ECD is especially useful in the design of assessments that call 
for constructed responses by requiring the behavior that constitutes relevant evi-
dence of writing and speaking skills, for example, to be detailed and then prescrib-
ing the task attributes that would elicit that behavior. The evidence model, apart 
from informing the design of the tasks, is also the basis for scoring the responses 
(Mislevy et al. 2006).

ECD did not become quickly institutionalized at ETS, as Zieky (2014) noted. 
Nevertheless, over time, the approach has become widely used. Its applications 
include science (Riconscente et al. 2005), language (Mislevy and Yin 2012), profes-
sional measurement (Mislevy et al. 1999), technical skills (Rupp et al. 2012), auto-
mated scoring (Williamson et  al. 2006), accessibility (Hansen and Mislevy 2008; 
T. Zhang et al. 2010), and task design and generation (Huff et al. 2012; Mislevy et al. 
2002a). It has also been used to different degrees in the latest revisions of several 
ETS tests, such as TOEFL (Pearlman 2008b), in revisions of the College Board’s AP 
tests (Huff and Plake 2010), and by the assessment community more generally 
(Schmeiser and Welch 2006, p. 313). Importantly, ECD is a broad design methodol-
ogy that is not limited to items as the means of eliciting evidence. Games and simula-
tions are being used with increasing frequency in an educational context, and ECD is 
equally applicable in both cases (Mislevy 2013; Mislevy et al. 2014, 2016).
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18.3.4  Conclusion

It is clear that at ETS the transition to computer-based test delivery began early on 
and was sustained. The transition had an impact on constructed responses by 
enabling their use earlier than might have otherwise been the case. As Table 18.1 
shows, online essay scoring and automated essay scoring were part of the transition 
for three major admissions tests: GMAT, GRE and TOEFL.

18.4  School-Based Testing

Although postsecondary admissions tests have been the main form of operational 
testing at ETS, school-based testing has been and continues to be an important 
focus. The Sequential Tests of Educational Progress (STEP) was an early ETS prod-
uct in this domain. At one point it included a writing test that consisted of multiple-
choice questions and an essay,44 although it is no longer extant. By contrast, ETS 
involvement in two major twentieth-century school-based assessments, the 
Advanced Placement Program® examinations and the NAEP assessments, as well 
as in state assessments has grown. Constructed-response formats have played a 
major role, especially in AP and NAEP. In addition, the CBAL initiative has been 
prominent in recent years. They are discussed further in this section.

18.4.1  Advanced Placement

While the use of constructed responses encountered resistance at ETS in the context 
of admissions testing, the same was not true for the AP program, introduced in the 
mid-1950s. From the start, the AP program was oriented to academically advanced 
students who would be going to college, specifically to grant college credit or 
advanced placement by taking an examination. The seeds for the program were two 
reports (Lacy 2010), one commissioned by Harvard president James Bryant Conant 
(Committee on the Objectives of a General Education in a Free Society 1945), the 
other (General Education in School and College 1952) also produced at Harvard. 
These reports led to a trial of the idea in an experiment known as the Kenyon Plan.45

The eventual acquisition of the program by the College Board was not a given. 
Valentine (1987) noted that “Bowles [College Board president at the time] was not 

44 For a review, see Croon Davis et al. (1959).
45 ETS was involved in the development and scoring of the Kenyon Plan before College Board 
agreed to take the program (Valentine 1987, p. 84).
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Table 18.1 Writing assessment milestones for GMAT, GRE and TOEFL tests

Milestone GMAT GRE TOEFL

When was 
writing 
introduced?

GMAT Analytic 
Writing Assessment 
(AWA) was 
introduced in the 
paper testing 
program by ETS in 
October 1994. The 
test consisted of one 
issue and one 
argument prompt.

GRE introduced the 
stand-alone GRE 
Writing Assessment 
in 1999, which 
consisted of one 
issue and one 
argument prompt 
(students were given 
a choice between 
two issue prompts). 
In 2002 the 
Analytical Writing 
measure replaced 
the Analytical 
reasoning section 
and became part of 
the GRE General 
Test. In 2011, the 
choice of issue 
prompts was 
removed and 
prompts variants 
were introduced.

Test of Written English 
portion of the paper-based 
TOEFL test was introduced 
in 1986 at selected 
administrations of 
TOEFL. The 1998 TOEFL 
CBT writing task consisted 
of a choice of handwritten 
or keyed essay, essentially 
the same task as the Test of 
Written English portion of 
the paper-based TOEFL 
test. A writing measure 
consisting of integrated and 
independent prompts was 
introduced with the release 
of TOEFL iBT in 2006.

When was 
computer- 
based/adaptive 
testing 
introduced?

GMAT switched 
entirely from 
paper-and-pencil to 
on-demand CAT in 
October 1997.

GRE switched to 
on-demand CAT in 
1992 and abandoned 
CAT in favor of 
MST in 2011.

TOEFL CBT on-demand 
testing was introduced in 
1998. The CBT essay score 
was combined with the 
Structure selected-response 
subsection to report out on a 
Structure Writing section 
score. Listening and 
Structure were adaptive.

When was online 
scoring deployed?

Under on-demand 
testing, scores need 
to be reported on an 
ongoing basis and 
that, in turn, requires 
continuous scoring. 
The Online Scoring 
Network (OSN) was 
developed for that 
purpose and was first 
used operationally in 
October 1997 for 
GMAT essays.

OSN has been used 
to score GRE essays 
since 1999 when the 
GRE Writing 
Assessment was 
introduced.

Online scoring was 
deployed when TOEFL 
CBT was launched in 1998.

(continued)
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sure that taking the program was in the Board’s interest” (p. 85). Initially, some of 
the AP examinations were entirely based on constructed responses, although even-
tually all, with the exception of Studio Art, included a mix of constructed-response 
and multiple-choice items. A program publication, An Informal History of the AP 
Readings 1956–1976 (Advanced Placement Program of the College Board 1980), 
provides a description of the scoring process early in the program’s history.

Interestingly, in light of the ascendancy of the multiple-choice format during the 
twentieth century, the use of constructed responses in AP does not appear to have 
been questioned. Henry Dyer, a former ETS vice president (1954–1972), seems to 
have been influential in determining the specifications of the test (Advanced 
Placement Program of the College Board 1980, p. 2). Whereas Dyer did not seem to 
have been opposed to the use of constructed responses in the AP program, he was 
far more skeptical of their value in the context of another examination being con-
ceived at about the same time, the Test of Developed Ability.46 In discussing the 
creation of that test, Dyer (1954) noted that

there may be one or two important abilities which are measureable only through some type 
of free response question. If an examining committee regards such abilities as absolutely 
vital in its area, it should attempt to work out one or two free response questions to measure 
them. Later on, we shall use the data from the tryouts to determine whether the multiple- 
choice sections of the test do not in fact measure approximately the same abilities as the free 

46 The Test of Developed Ability is a nearly forgotten test. It is relevant to this chapter since in its 
original conception, it employed constructed responses. Henry Chauncey was a champion for the 
test at ETS (Lemann 1999, p. 95). According to N. Elliot (2005, p. 149), citing Henry Dyer, Frank 
Bowles, president of College Board, proposed the test as early as 1949. Bowles thought that there 
were “changes coming in the kind of tests that would be suitable for college admission.” The Test 
of Developed Ability was designed to measure achievement, in contrast to the SAT, which was 
oriented, at the time, toward measuring ability. The design of the Test of Developed Ability called 
for constructed responses, which presented a major scoring hurdle and may have been one of the 
reasons the test never became operational. According to Lemann (1999), the projected cost of the 
test was six dollars, as opposed to three dollars for the SAT. This work transpired during the 1950s 
when some individuals thought there should be an alternative to the SAT that was more achieve-
ment oriented. In fact, such an alternative led to the founding of ACT in 1959, led by Lindquist 
(see, N. Elliot 2014, p.246). For further discussion of the Test of Developed Ability, see N. Elliot 
(2005, p. 148; 2014, p.292) and Lemann (1999).

Table 18.1 (continued)

Milestone GMAT GRE TOEFL

When was 
automated 
scoring 
introduced?

Automated scoring 
with e-rater as a 
contributory score 
started in January 
1999.

e-rater scoring as a 
check score was 
introduced in 2008.

e-rater started as 
contributory score to 
independent writing for 
TOEFL iBT beginning July 
2009; contributory score for 
integrated writing began 
November 2010.

Note. CAT = computer adaptive testing, CBT = computer based testing, MST = multistage  testing
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response sections. If they do, the free response section will be dropped, if not, they will be 
retained. (p. 7)

Thus, there  was realization that the AP program was unique with respect to other 
tests, in part because of its use of constructed responses. In An Informal History of 
the AP Readings 1956–76 (Advanced Placement Program of the College Board 
1980), it was noted that

neither the setting nor the writing of essay examination was an innovation. The ancient 
Chinese reputedly required stringent written examinations for high government offices 
2,500 years ago. European students have long faced pass-or-perish examinations at the end 
of their courses in the Lycée, Gymnasium, or British Secondary system. In this country, 
from 1901 to 1925, the College Board Comprehensives helped to determine who would go 
to the best colleges. But the Advanced Placement Program was new, and in many ways 
unique. (p. 2)

As the College Board’s developer and administrator for the AP program, ETS 
has conducted much research to support it. The contributions focused on fairness 
(e.g., Breland et al. 1994; Bridgeman et al. 1997; Dorans et al. 2003; Stricker and 
Ward 2004), scoring (e.g., Braun 1988; Burstein et al. 1997; Coffman and Kurfman 
1968; Myford and Mislevy 1995; Zhang et  al. 2003), psychometrics (e. g., 
Bridgeman et al. 1996a, b; Coffman and Kurfman 1966; Lukhele et al. 1994; Moses 
et al. 2007), and validity and construct considerations (e. g., Bennett et al. 1991; 
Bridgeman 1989; Bridgeman and Lewis 1994).

18.4.2  Educational Surveys47

As noted earlier, NAEP has been a locus of constructed-response innovation at 
ETS. NAEP was managed by the Education Commission of the States until 1983 
when ETS was awarded the contract to operate it. With the arrival of NAEP, ETS 
instituted matrix sampling, along with IRT (Messick et al. 1983); both had been 
under development at ETS under Fred Lord,48 and both served to undergird a new 
approach to providing the “Nation’s Report Card” in several subjects, with exten-
sive use of constructed-response formats. To NAEP’s credit, explicating the domain 
of knowledge to be assessed by means of “frameworks” had been part of the assess-
ment development process from inception. Applebee (2007) traced the writing 
framework back to 1969. Even before that date, however, formal frameworks pro-

47 For a  fuller discussion of educational surveys see Beaton and Barone (Chap. 8, this volume) 
and Kirsch et al. (Chap. 9, this volume).
48 Lord (1965) credits William Turnbull with the essence of the idea of item sampling and Robert 
L.  Ebel with its application to norming. An implication of item and matrix sampling for con-
structed-response formats is that they make it possible to administer a large number of items, 
without any one student responding to a long test, by assigning subsets of items to different stu-
dents. The idea can be leveraged for school-based testing (Bejar and Graf 2010; Bock and Mislevy 
1988).
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viding the rationale for content development were well documented (Finley and 
Berdie 1970). The science framework refers early on to “inquiry skills necessary to 
solve problems in science, specifically the ability to recognize scientific hypothe-
ses” (p. 14). The assessment of inquiry skills has since become standard in science 
assessment but was only recently implemented operationally with the redesigned 
AP exams.

NAEP has been the source of multiple content and psychometric innovations 
(Mazzeo et al. 2006), including the introduction of mixed-format assessment con-
sisting of both multiple choice and the large-scale use of constructed-response 
items. Practical polytomous IRT was developed in a NAEP context as documented 
by Carlson and von Davier (Chap. 5, this volume), and, as described earlier, NAEP 
introduced innovations concerned with the scoring of written responses. Finally, 
ETS continues to collaborate with NAEP in the exploration of technological 
advances to testing (Bennett et al. 2010).49 The transition to digital delivery is under-
way as of this writing. In fact, the 2017 writing assessment was administered on 
tablets supplied by NAEP and research into the use of  mixed-format adaptive in 
mathematics has also been carried out (Oranje et al. 2014).

18.4.3  Accountability Testing

The start of K–12 testing in the United States dates back to the nineteenth century, 
when Horace Mann, an educational visionary, introduced several innovations into 
school testing, among them the use of standardized (written constructed-response) 
tests (U.S. Congress and Office of Technology Assessment 1992, chapter 4). The 
innovations Mann introduced were, in part, motivated by a perception that schools 
were not performing as well as could be expected. Such perceptions have endured 
and have continued to fuel the debate about the appropriate use of tests in K–12. 
More recently, the Nation at Risk report (National Commission on Excellence in 
Education 1983) warned that “the educational foundations of our society are pres-
ently being eroded by a rising tide of mediocrity that threatens our very future as a 
Nation and a people” (para. 1). Similarly, the linking of the state of education to the 
nation’s economic survival50 was behind one effort in the early 1990s 
(U.S. Department of Labor and Secretary’s Commission on Achieving Necessary 
Skills 1991; known as SCANS), and it had significant implications for the future of 
testing. As Linn (1996) noted, the system of assessment expected to emerge from 
the SCANS effort and to be linked to instruction, “would require direct appraisals 
of student performance” (p. 252) and would serve to promote the measured skills.

49 NAEP has set up a website on technology-based assessments: http://nces.ed.gov/nationsreport-
card/tba/
50 The concerns continue and have been described as a “perfect storm” (Kirsch et al. 2007).
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The calls for direct assessment that promotes learning joined the earlier 
Frederiksen (1984) assault on the multiple-choice item type, which had been heard 
loudly and clearly, judging by the number of citations to that article.51 The idea of 
authentic assessment (Wiggins 1989) as an alternative to the standardized multiple- 
choice test, took hold among many educators, and several states launched major 
performance-based assessments. ETS participated in exploring these alternatives, 
especially portfolio assessment (Camp 1985, 1993), including in their evaluation in 
at least one state, California (Thomas et al. 1998).

Stetcher (2010) provided a detailed review of the different state experiments in 
the early 1990s in Vermont, Kentucky, Maryland, Washington, California, and 
Connecticut. A summary of a conference (National Research Council 2010, p. 36) 
noted several factors that led to the demise of these innovative programs:

• Hurried implementation made it difficult to address scoring, reliability, and other 
issues.

• The scientific foundation required by these innovative assessments was lacking.
• The cost and burden to the school was great, and questions were raised as to 

whether they were worth it.
• There were significant political considerations, including cost, time, feasibility 

of implementation, and conflicts in purpose among constituencies.

Not surprisingly, following this period of innovation, there was a return to the 
multiple-choice format. Under the No Child Left Behind (NCLB) legislation,52 the 
extent of federally mandated testing increased dramatically and once again the neg-
ative consequences of the predominant use of multiple-choice formats were raised. 
In response, a research initiative was launched at ETS known as CBAL (Bennett 
and Gitomer 2009).53 Referring to the circumstances surrounding accountability 
testing under NCLB, Bennett and Gitomer noted,

In the United States, the problem is … an accountability assessment system with at least 
two salient characteristics. The first characteristic is that there are now significant conse-
quences for students, teachers, school administrators, and policy makers. The second char-
acteristic is, paradoxically, very limited educational value. This limited value stems from 
the fact that our accountability assessments typically reflect a shallow view of proficiency 
defined in terms of the skills needed to succeed on relatively short and, too often, quite 
artificial test items (i.e., with little direct connection to real-world contexts). (p. 45)

The challenges that needed to be overcome to develop tests based on a deeper 
view of student achievement were significant and included the fact that more mean-
ingful tests would require constructed-response formats to a larger degree, which 
required a means of handling the trade-off between reliability and time. As Linn and 
Burton (1994), and many others, have reminded us regarding constructed-response 
tests, “a substantial number of tasks will still be needed to have any reasonable level 
of confidence in making a decision that an individual student has or has not met the 

51 As of August 2014, it had been cited 639 times.
52 http://www.ed.gov/policy/elsec/leg/esea02/index.html
53 A website describing the CBAL initiative can be found at https://www.ets.org/cbal
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standard” (p. 10). Such a test could not reasonably be administered in a single seat-
ing. A system was needed in which tests would be administered at more than one 
occasion. A multi-occasion testing system raises methodological problems of its 
own, as was illustrated by the California CLAS assessment (Cronbach et al. 1995). 
Apart from methodological constraints, increasing testing time could be resented, 
unless the tests departed from the traditional mold and actually promoted, not just 
probed, learning. This meant that the new assessment needed to be an integral part 
of the educational process. To help achieve that goal, a theory of action was formu-
lated (Bennett 2010) to link the attributes of the envisioned assessment system to a 
set of hypothesized action mechanisms leading to improved student learning. (Of 
course, a theory of action is a theory, and whether the theory is valid is an empirical 
question.)

Even with a vision of an assessment system, and a rationale for how such a vision 
would lead to improved student learning, considerable effort is required to explicate 
the system and to leverage technology to make such assessments scalable and 
affordable. The process entailed the formulation of competency models for specific 
domains, including reading (Sheehan and O’Reilly 2011), writing (Deane et  al. 
2012), mathematics (Graf 2009), and science (Liu et al. 2013); the elaboration of 
constructs, especially writing (Song et al. 2014); and innovations in automated scor-
ing (Deane 2013a, b; Fife 2013) and task design (Bennett 2011; Sheehan and 
O’Reilly 2011).

The timing of the CBAL system coincided roughly with the start of a new admin-
istration in Washington that had educational plans of its own, ultimately cast as the 
Race to the Top initiative.54 The assessments developed under one portion of the 
Race to the Top initiative illustrate a trend toward the use of significant numbers of 
items requiring constructed responses. In addition, technology is being used more 
extensively, including adaptive testing by the Smarter Balanced Assessment 
Consortium, and automated scoring by some of its member states.

18.4.4  Conclusion

Admissions testing has been the primary business at ETS for most of its existence. 
Constructed-response formats were resisted for a long time in that context, although 
in the end they were incorporated. By contrast, the same resistance was not encoun-
tered in some school assessments, where they were used from the start in the AP 
program as well as in the NAEP program. The CBAL initiative has continued and 
significantly expanded that tradition by conceiving of instructionally rich computer-
based tasks grounded in scientific knowledge about student learning.

54 The tone for the initiative was oriented to increased reliance on constructed-response formats, as 
noted by President Obama: “And I’m calling on our nation’s governors and state education chiefs 
to develop standards and assessments that don’t simply measure whether students can fill in a 
bubble on a test” (White House 2009).
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18.5  Validity and Psychometric Research Related 
to Constructed-Response Formats

The foregoing efforts occurred in the context of a vigorous validity and psychomet-
ric research program over several decades in support of constructed-response for-
mats. It is beyond the scope of this chapter to review the literature resulting from 
that effort. However, the scope of the research is noteworthy and is briefly and 
selectively summarized below.

18.5.1  Construct Equivalence

The choice between multiple-choice or constructed-response format, or a mix of the 
two, is an important design question that is informed by whether the two formats 
function in similar ways. The topic has been approached conceptually and empiri-
cally (Bennett et al. 1990, 1991; Bridgeman 1992; Enright et al. 1998; Katz et al. 
2000; Messick 1993; Wainer and Thissen 1993; Ward 1982; Ward et al. 1980).

18.5.2  Predictive Validity of Human and Computer Scoring

The predictive validity of tests based on constructed responses scored by humans 
and computers has not been studied extensively. A study (Powers et  al. 2002) 
appears to be one of the few on the subject. More recently, Bridgeman (2016) 
showed the impressive psychometric predictive power of the GRE and TOEFL writ-
ing assessments.

18.5.3  Equivalence Across Populations and Differential Item 
Functioning

The potential incomparability of the evidence elicited by different test formats has 
fairness implications and not surprisingly has received much attention (e.g., Breland 
et al. 1994; Bridgeman and Rock 1993; Dorans 2004; Dorans and Schmitt 1993; 
Schmitt et al. 1993; Zwick et al. 1993, 1997). The challenges of differential item 
functioning across language groups have also been addressed (Xi 2010). Similarly, 
the role of different response formats when predicting external criterion measures 
has been investigated (Bridgeman and Lewis 1994), as have the broader implica-
tions of format for the admissions process (Bridgeman and McHale 1996).
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18.5.4  Equating and Comparability

The use of constructed-response formats presents many operational challenges. For 
example, ensuring the comparability of scores from different forms is equally appli-
cable to tests comprising constructed-response items as it is for multiple-choice 
tests. The primary approach to ensuring score comparability is through equating 
(Dorans et al. 2007), a methodology that had been developed for multiple-choice 
tests. As the use of constructed-response formats has grown, there has been an 
increase in research concerning equating of tests composed entirely, or partly, of 
constructed responses (Kim and Lee 2006; Kim and Walker 2012; Kim et al. 2010). 
Approaches to achieving comparability without equating, which rely instead on 
designing tasks to be comparable, have also been studied (Bejar 2002; Bridgeman 
et al. 2011; Golub-Smith et al. 1993).

18.5.5  Medium Effects

Under computer delivery, task presentation and the recording of responses is very 
different for multiple-choice and constructed-response items. These differences 
could introduce construct-irrelevant variance due to the testing medium. The inves-
tigation of that question has received significant attention (Gallagher et al. 2002; 
Horkay et al. 2006; Mazzeo and Harvey 1988; Powers et al. 1994; Puhan et al. 2007; 
Wolfe et al. 1993).

18.5.6  Choice

Students’ backgrounds can influence their interest and familiarity with the topics 
presented in some types of constructed-response items, which can lead to an unfair 
assessment. The problem can be compounded by the fact that relatively few con-
structed-response questions can be typically included in a test since responding to 
them is more time consuming. A potential solution is to let students choose from a 
set of possible questions rather that assigning the same questions to everyone. The 
effects of choice have been investigated primarily in writing (Allen et  al. 2005; 
Bridgeman et al. 1997; Lukhele et al. 1994) but also in other domains (Powers and 
Bennett 1999).
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18.5.7  Difficulty Modeling

The difficulty of constructed-response items and the basis for, and control of, vari-
ability in difficulty have been studied in multiple domains, including mathematics 
(Katz et al. 2000), architecture (Bejar 2002), and writing (Bridgeman et al. 2011; 
Joe et al. 2012).

18.5.8  Diagnostic and Formative Assessment

Diagnostic assessment is a broad topic that has much in common with formative 
assessment because in both cases it is expected that the provided information will 
lead to actions that will enhance student learning. ETS contributions in this area 
have included the development of psychometric models to support diagnostic mea-
surement based on constructed responses. Two such developments attempt to pro-
vide a psychometric foundation for diagnostic assessments. Although these efforts 
are not explicitly concerned with constructed responses, they support such assess-
ments by accommodating polytomous responses. One approach is based on 
Bayesian networks (Almond et al. 2007), whereas the second approach follows a 
latent variable tradition (von Davier 2013).

18.6  Summary and Reflections

The multiple-choice item format is an early-twentieth-century American invention. 
Once the format became popular following its use in the Army Alpha and SAT, it 
became difficult for constructed-response formats to regain a foothold. The psycho-
metric theory that also emerged in the early twentieth century emphasized score 
reliability and predictive validity. Those emphases presented further hurdles. The 
interest in constructed-response formats, especially to assess writing skills, did not 
entirely die, however. In fact, there was early research at ETS that would be instru-
mental in eventually institutionalizing constructed-response formats, although it 
was a journey of nearly 50 years. The role of ETS in that process has been signifi-
cant. The chapter on performance assessment by Suzanne Lane and Clement Stone 
(Lane and Stone 2006) in Educational Measurement is an objective measure. 
Approximately 20% of the chapter’s citations were to publications authored by ETS 
staff. This fact is noteworthy, because the creation of an ETS-like organization had 
been objected to by Carl Brigham on the grounds that an organization that produced 
tests would work to preserve the status quo, with little incentive to pursue innova-
tion. As he noted in a letter to Conant (cited in Bennett, Chap. 1, this volume):

one of my complaints against the proposed organization is that although the word research 
will be mentioned many times in its charter, the very creation of powerful machinery to do 
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more widely those things that are now being done badly will stifle research, discourage new 
developments, and establish existing methods, and even existing tests, as the correct ones. 
(p. 6)

His fears were not unreasonable in light of what we know today about the potential 
for lack of innovation in established organizations (Dougherty and Hardy 1996). 
However, according to Bennett (2005), from its inception, the ETS Board of Trustees 
heeded Brigham’s concerns, as did the first ETS president (from 1947 until 1970), 
Henry Chauncey. That climate was favorable to conducting research that would 
address how to improve and modernize existing tests.55 Among the many areas of 
research were investigations related to the scoring of writing. That early research 
led to a solution to what has been the long-standing problem of operationally scor-
ing essays with acceptable scoring reliability.

Even if the scoring agreement problem was on its way to being solved, it was still 
the case that tasks requiring a longer constructed response would also take more 
time and that therefore fewer items could be administered in a given period. With 
predictive validity as the key metric for evaluating the “validity” of scores, the 
inclusion of constructed-response tasks continued to encounter resistance. An 
exception to this trend was the AP program, which relied on constructed- response 
tasks from its inception. There was also pioneering work on constructed- response 
assessments early in ETS’s history (Frederiksen et al. 1957; Hemphill et al. 1962). 
However, in both of these cases, the context was very different from the admissions 
testing case that represented the bulk of ETS business.

Thus a major development toward wider use of constructed-response formats 
was the evolution of validity theory away from an exclusive focus on predictive 
considerations. Messick’s (1989) work was largely dedicated to expanding the con-
ception of validity to include not only the psychometric attributes of the test, the 
evidentiary aspect of validation, but also the repercussions that the use of the test 
could have, the consequential aspect. This broader view did not necessarily endorse 
the use of one format over another but provided a framework in which constructed- 
response formats had a greater chance for acceptance.

With the expansion of validity, the doors were opened a bit more, although costs 
and scalability considerations remained. These considerations were aided by the 
transition of assessment from paper to computer. The transition to computer- 
delivered tests at ETS that started in 1985 with the deployment of ACCUPLACER 
set the stage for the transition of other tests—like the GMAT, GRE, and TOEFL—to 
digital delivery and the expansion of construct coverage and constructed-response 
formats, especially for writing and eventually speaking.

55 A good example can be seen in the evolution of the GRE, a test owned by ETS. In 1992, ETS 
introduced adaptive testing in the GRE by building on research by Fred Lord and others. In 2011, 
the GRE was revised again to include, among other changes, a different form of adaptive testing 
that has proven more robust than the earlier approach. The current adaptive testing approach, a 
multistage design (Robin et al. 2014), was experimented with much earlier at ETS (Angoff and 
Huddleston 1958), was extensively researched (Linn et al. 1969), and has since proven to be pref-
erable in an on-demand admissions testing context.
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Along the way, there was abundant research and implementation of results in 
response to the demands resulting from the incorporation of expanded constructs and 
the use of the computer to support those demands. For example, the psychometric 
infrastructure for mixed-format designs, including psychometric modeling of polyto-
mous responses, was first used in 1992 (Campbell et al. 1996, p. 113) and developed 
at ETS. The use of constructed- response formats also required an efficient means of 
scoring responses captured from booklets. ETS collaborated with subcontractors in 
developing the necessary technology, as well as developing control procedures to 
monitor the quality of scoring. Online scoring systems were also developed to 
accommodate the transition to continuous administration that accompanied com-
puter-based testing. Similarly, automated scoring was first deployed operationally in 
1997, when the licensing test for architects developed by ETS became operational 
(Bejar and Braun 1999; Kenney 1997). The automated scoring of essays was first 
deployed operationally in 1999 when it was used to score GMAT essays.

Clearly, by the last decade of the twentieth century, the fruits of research at ETS 
around constructed-response formats were visible. The increasingly ambitious 
assessments that were being conceived in the 1990s stimulated a rethinking of the 
assessment design process and led to the conception of ECD (Mislevy et al. 2003). 
In addition, ETS expanded its research agenda to include the role of assessment in 
instruction and forms of assessment that, in a sense, are beyond format. Thus the 
question is no longer one of choice between formats but rather whether an assess-
ment that is grounded in relevant science can be designed, produced, and deployed. 
That such assessments call for a range of formats and response types is to be 
expected. The CBAL initiative represents ETS’s attempt to conceptualize assess-
ments that can satisfy the different information needs of K–12 audiences with state-
of-the- art tasks grounded in the science of student learning, while taking advantage 
of the latest technological and methodological advances. Such an approach seems 
necessary to avoid the difficulties that accountability testing has encountered in the 
recent past.

18.6.1  What Is Next?

If, as Alphonse De Lamartine (1849) said, “history teaches us everything, including 
the future” (p. 21), what predictions about the future can be made based on the his-
tory just presented? Although for expository reasons I have laid the history of 
constructed- response research at ETS as a series of sequential hurdles that appear to 
have been solved in an orderly fashion, in reality it is hard to imagine how the story 
would have unfolded at the time that ETS was founded. While there were always 
advocates of the use of constructed-response formats, especially in writing, 
Huddleston’s views that writing was essentially verbal ability, and therefore could 
be measured with multiple-choice verbal items, permeated decision making at ETS.

Given the high stakes associated with admissions testing and the technological 
limitations of the time, in retrospect, relying on the multiple-choice format arguably 
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was the right course of action from both the admissions committee’s point of view 
and from the student’s point of view. It is well known that James Bryant Conant 
instituted the use of the SAT at Harvard for scholarship applicants (Lemann 2004), 
shortly after his appointment as president in 1933, based on a recommendation by 
his then assistant Henry Chauncey, who subsequently became the first president of 
ETS.56 Conant was motivated by a desire to give students from more diverse back-
grounds an opportunity to attend Harvard, which in practice meant giving students 
from other than elite schools a chance to enroll. The SAT, with its curriculum agnos-
tic approach to assessment, was fairer to students attending public high schools than 
the preparatory-school-oriented essay tests that preceded it. That is, the consequen-
tial aspect of validation may have been at play much earlier than Messick’s proposal 
to incorporate consequences of test use as an aspect of validity, and it could be in 
this sense partially responsible for the long period of limited use into which the 
constructed-response format fell.

However well-intentioned the use of the multiple-choice format may have been, 
Frederiksen (1984) claimed that it represented the “real test bias.” In doing so, he 
contributed to fueling the demand for constructed-response forms of assessment. It 
is possible to imagine that the comforts of what was familiar, the multiple-choice 
format, could have closed the door to innovation, a fear that had been expressed by 
Carl Brigham more generally.57 For companies emerging in the middle of the twen-
tieth century, a far more ominous danger was the potential disruptions that could 
accrue from a transition to the digital medium that would take place during the 
second half of the century. The Eastman Kodak Company, known for its film and 
cameras, is perhaps the best known example of the disruption that the digital 
medium could bring: It succumbed to the digital competition and filed for bank-
ruptcy in 2012. However, this is not a classic case of being disrupted out of 
existence,58 because Kodak invented the first digital camera! The reasons for 
Kodak’s demise are far more nuanced and include the inability of the management 
team to figure out in time how to operate in a hybrid digital and analog world 
(Chopra 2013). Presumably a different management team could have successfully 
transitioned the company to a digital world.59

In the testing industry, by contrast, ETS not only successfully navigated the digi-
tal transition, it actually led the transition to a digital testing environment with the 

56 In 1938, Chauncey and Conant “persuaded all the College Board schools to use the SAT as the 
main admissions tests for scholarship applicants” (Lemann 2004, p. 8), and in 1942, the written 
College Board exams were suspended and the SAT became the admissions tests for all students, 
not just scholarship applicants.
57 The tension between innovation and “operate and maintain” continues to this day (T. J. Elliot 
2014).
58 Both Foster (1986) and Christensen (1997) discussed the potential of established companies to 
fall prey to nimble innovating companies.
59 In the leadership literature (Howell and Avolio 1993), a distinction is made between two styles 
of leadership: transactional and transformational. Transactional leaders aim to achieve their goals 
through accountability, whereas transformational leaders aim to achieve their goals by being char-
ismatic and inspirational. It is easy to imagine that different prevailing types of leadership are 
better or worse at different points in the life of a company.
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launching of ACCUPLACER in 1985.60 The transition to adaptive testing must have 
been accompanied by a desire to innovate and explore how technology could be 
used in testing, because in reality, there were probably few compelling business or 
even psychometric reasons to launch a computer-based placement test in the 1980s. 
Arguably, the early transition made it possible for ETS to eventually incorporate 
constructed-response formats into its tests sooner, even if the transition was not 
even remotely motivated by the use of constructed-response formats. By building 
on a repository of research related to constructed-response formats motivated by 
validity and fairness considerations, the larger transition to a digital ecosystem did 
not ultimately prove to be disruptive at ETS and instead made it possible to take 
advantage of the medium, finally, to deploy assessments containing constructed-
response formats and to envision tests as integral to the educational process rather 
than purely technological add-ons.

In a sense, the response format challenge has been solved: Admissions tests now 
routinely include constructed-response items, and the assessments developed to 
measure the Common Core State Standards also include a significant number of 
constructed-response items. Similarly, NAEP, which has included constructed- 
response items for some time, is making the transition to digital delivery via tablets. 
ETS has had a significant role in the long journey. From inception, there was a 
perspective at ETS that research is critical to an assessment organization (Chauncey, 
as cited by Bennett, Chap. 1, this volume). Granted that the formative years of the 
organization were in the hands of enlightened and visionary individuals, it appears 
that the research that supported the return of constructed-response formats was not 
prescribed from above but rather the result of intrapreneurship,61 or individual 
researchers largely pursuing their own interests.62 If this is the formula that worked 
in the past, it could well continue to work in the future, if we believe De Lamartine. 
Of course, Santayana argued that history is always written wrong and needs to be 
rewritten. Complacency about the future, therefore, is not an option—it will still 
need to be constructed.
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Chapter 19
Advancing Human Assessment: A Synthesis 
Over Seven Decades

Randy E. Bennett and Matthias von Davier

This book has documented the history of ETS’s contributions to educational research 
and policy analysis, psychology, and psychometrics. We close the volume with a 
brief synthesis in which we try to make more general meaning from the diverse 
directions that characterized almost 70 years of work.

Synthesizing the breadth and depth of the topics covered over that time period is 
not simple. One way to view the work is across time. Many of the book’s chapters 
presented chronologies, allowing the reader to follow the path of a research stream 
over the years. Less evident from these separate chronologies was the extent to 
which multiple streams of work not only coexisted but sometimes interacted.

From its inception, ETS was rooted in Henry Chauncey’s vision of describing 
individuals through broad assessment of their capabilities, helping them to grow 
and society to benefit (Elliot 2014). Chauncey’s conception of broad assessment of 
capability required a diverse research agenda.

Following that vision, his research managers assembled an enormous range of 
staff expertise. Only through the assemblage of such expertise could one bring 
diverse perspectives and frameworks from many fields to a problem, leading to 
novel solutions.

In the following sections, we summarize some of the key research streams evi-
dent in different time periods, where each period corresponds to roughly a decade. 
Whereas the segmentation of these time periods is arbitrary, it does give a general 
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sense of the progression of topics across time.1 Also somewhat arbitrary is the use 
of publication date as the primary determinant of placement into a particular decade. 
Although the work activity leading up to publication may well have occurred in the 
previous period, the result of that activity and the impact that it had was typically 
through its dissemination.

19.1  The Years 1948–1959

19.1.1  Psychometric and Statistical Methodology

As will be the case for every period, a very considerable amount of work centered 
on theory and on methodological development in psychometrics and statistics. With 
respect to the former, the release of Gulliksen’s (1950) Theory of Mental Tests 
deserves special mention for its codification of classical test theory. But more for-
ward looking was work to create a statistically grounded foundation for the analysis 
of test scores, a latent-trait theory (Lord 1952, 1953). This direction would later lead 
to the groundbreaking development of item response theory (IRT; Lord and Novick 
1968), which became a well-established part of applied statistical research in 
domains well beyond education and is now an important building block of general-
ized modeling frameworks, which connect the item response functions of IRT with 
structural models (Carlson and von Davier, Chap. 5, this volume). Green’s (1950a, 
b) work can be seen as an early example that has had continued impact not com-
monly recognized. His work pointed out how latent structure and latent-trait models 
are related to factor analysis, while at the same time placing latent-trait theory into 
the context of latent class models. Green’s insights had profound impact, reemerg-
ing outside of ETS in the late 1980s (de Leeuw and Verhelst 1986; Follman 1988; 
Formann 1992; Heinen 1996) and, in more recent times, at ETS in work on general-
ized latent variable models (Haberman et al. 2008; Rijmen et al. 2014).

In addition to theoretical development, substantial effort was focused on method-
ological development for, among other purposes, the generation of engineering 
solutions to practical scale-linking problems. Examples include Karon and Cliff’s 
(1957) proposal to smooth test-taker sample data before equating, a procedure used 
today by most testing programs that employ equipercentile equating (Dorans and 
Puhan, Chap. 4, this volume); Angoff’s (1953) method for equating test forms by 
using a miniature version of the full test as an external anchor; and Levine’s (1955) 
procedures for linear equating under the common-item, nonequivalent-population 
design.

1 In most cases, citations included as examples of a work stream were selected based on their dis-
cussion in one of the book’s chapters.
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19.1.2  Validity and Validation

In the 2 years of ETS’s beginning decade, the 1940s, and in the 1950s that followed, 
great emphasis was placed on predictive studies, particularly for success in higher 
education. Studies were conducted against first-semester performance (Frederiksen 
1948) as well as 4-year academic criteria (French 1958). As Kane and Bridgeman 
(Chap. 16, this volume) noted, this emphasis was very much in keeping with con-
ceptions of validity at the time, and it was, of course, important to evaluating the 
meaning and utility of scores produced by the new organization’s operational test-
ing programs. However, also getting attention were studies to facilitate trait inter-
pretations of scores (French et al. 1952). These interpretations posited that response 
consistencies were the result of test-taker dispositions to behave in certain ways in 
response to certain tasks, dispositions that could be investigated through a variety of 
methods, including factor analysis. Finally, the compromising effects of construct- 
irrelevant influences, in particular those due to coaching, were already a clear con-
cern (Dear 1958; French and Dear 1959).

19.1.3  Constructed-Response Formats and Performance 
Assessment

Notably, staff interests at this time were not restricted to multiple-choice tests 
because, as Bejar (Chap. 18, this volume) pointed out, the need to evaluate the value 
of additional methods was evident. Work on constructed-response formats and per-
formance assessment was undertaken (Ryans and Frederiksen 1951), including 
development of the in-basket test (Fredericksen et al. 1957), subsequently used 
throughout the world for job selection, and a measure of the ability to formulate 
hypotheses as an indicator of scientific thinking (Frederiksen 1959). Research on 
direct writing assessment (e.g., through essay testing) was also well under way 
(Diederich 1957; Huddleston 1952; Torgerson and Green 1950).

19.1.4  Personal Qualities

Staff interests were not restricted to the verbal and quantitative abilities underlying 
ETS’s major testing programs, the Scholastic Aptitude Test (the SAT® test) and the 
GRE® General Test. Rather, a broad investigative program on what might be termed 
personal qualities was initiated. Cognition, more generally defined, was one key 
interest, as evidenced by publication of the Kit of Selected Tests for Reference 
Aptitude and Achievement Factors (French 1954). The Kit was a compendium of 
marker assessments investigated with sufficient thoroughness to make it possible to 
use in factor analytic studies of cognition such that results could be more directly 
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compared across studies. Multiple reference measures were provided for each fac-
tor, including measures of abilities in the reasoning, memory, spatial, verbal, 
numeric, motor, mechanical, and ideational fluency domains.

In addition, substantial research targeted a wide variety of other human qualities. 
This research included personality traits, interests, social intelligence, motivation, 
leadership, level of aspiration and need for achievement, and response styles (acqui-
escence and social desirability), among other things (French 1948, 1956; Hills 
1958; Jackson and Messick 1958; Melville and Frederiksen 1952; Nogee 1950; 
Ricciuti 1951).

19.2  The Years 1960–1969

19.2.1  Psychometric and Statistical Methodology

If nothing else, this period was notable for the further development of IRT (Lord and 
Novick 1968). That development is one of the major milestones of psychometric 
research. Although the organization made many important contributions to classical 
test theory, today psychometrics around the world mainly uses IRT-based methods, 
more recently in the form of generalized latent variable models. One of the impor-
tant differences from classical approaches is that IRT properly grounds the treat-
ment of categorical data in probability theory and statistics. The theory’s modeling 
of how responses statistically relate to an underlying variable allows for the applica-
tion of powerful methods for generalizing test results and evaluating the assump-
tions made. IRT-based item functions are the building blocks that link item responses 
to underlying explanatory models (Carlson and von Davier, Chap. 5, this volume). 
Leading up to and concurrent with the seminal volume Statistical Theories of 
Mental Test Scores (Lord and Novick 1968), Lord continued to make key contribu-
tions to the field (Lord 1965a, b, 1968a, b).

In addition to the preceding landmark developments, a second major achieve-
ment was the invention of confirmatory factor analysis by Karl Jöreskog (1965, 
1967, 1969), a method for rigorously evaluating hypotheses about the latent struc-
ture underlying a measure or collection of measures. This invention would be gen-
eralized in the next decade and applied to the solution of a great variety of 
measurement and research problems.
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19.2.2  Large-Scale Survey Assessments of Student and Adult 
Populations

In this period, ETS contributed to the design and conducted the analysis of the 
Equality of Educational Opportunity Study (Beaton and Barone, Chap. 8, this vol-
ume). Also of note was that, toward the end of the decade, ETS’s long-standing 
program of longitudinal studies began with initiation of the Head Start Longitudinal 
Study (Anderson et al. 1968). This study followed a sample of children from before 
preschool enrollment through their experience in Head Start, in another preschool, 
or in no preschool program.

19.2.3  Validity and Validation

The 1960s saw continued interest in prediction studies (Schrader and Pitcher 1964), 
though noticeably less than in the prior period. The study of construct-irrelevant 
factors that had concentrated largely on coaching was less evident, with interest 
emerging in the phenomenon of test anxiety (French 1962). Of special note is that, 
due to the general awakening in the country over civil rights, ETS research staff 
began to focus on developing conceptions of equitable treatment of individuals and 
groups (Cleary 1968).

19.2.4  Constructed-Response Formats and Performance 
Assessment

The 1960s saw much investigation of new forms of assessment, including in-basket 
performance (Frederiksen 1962; L. B. Ward 1960), formulating-hypotheses tasks 
(Klein et al. 1969), and direct writing assessment. As described by Bejar (Chap. 18, 
this volume), writing assessment deserves special mention for the landmark study 
by Diederich et al. (1961) documenting that raters brought “schools of thought” to 
the evaluation of essays, thereby initiating interest in the investigation of rater cog-
nition, or the mental processes underlying essay grading. A second landmark was 
the study by Godshalk et  al. (1966) that resulted in the invention of holistic 
scoring.
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19.2.5  Personal Qualities

The 1960s brought a very substantial increase to work in this area. The work on 
cognition produced the 1963 “Kit of Reference Tests for Cognitive Factors” (French 
et al. 1963), the successor to the 1954 “Kit.” Much activity concerned the measure-
ment of personality specifically, although a range of related topics was also investi-
gated, including continued work on response styles (Damarin and Messick 1965; 
Jackson and Messick 1961; Messick 1967), the introduction into the social–psycho-
logical literature of the concept of prosocial (or altruistic) behavior (Bryan and Test 
1967; Rosenhan 1969; Rosenhan and White 1967), and risk taking (Kogan and 
Doise 1969; Kogan and Wallach 1964; Wallach et al. 1962). Also of note is that this 
era saw the beginnings of ETS’s work on cognitive styles (Gardner et  al. 1960; 
Messick and Fritzky 1963; Messick and Kogan 1966). Finally, a research program 
on creativity began to emerge (Skager et al. 1965, 1966), including Kogan’s studies 
of young children (Kogan and Morgan 1969; Wallach and Kogan 1965), a precursor 
to the extensive line of developmental research that would appear in the following 
decade.

19.2.6  Teacher and Teaching Quality

Although ETS had been administering the National Teachers Examination since the 
organization’s inception, relatively little research had been conducted around the 
evaluation of teaching and teachers. The 1960s saw the beginnings of such research, 
with investigations of personality (Walberg 1966), values (Sprinthall and Beaton 
1966), and approaches to the behavioral observation of teaching (Medley and Hill 
1967).

19.3  The Years 1970–1979

19.3.1  Psychometric and Statistical Methodology

Causal inference was a major area of research in the field of statistics generally in 
this decade, and that activity included ETS. Rubin (1974b, 1976a, b, c, 1978) made 
fundamental contributions to the approach that allows for evaluating the extent to 
which differences observed in experiments can be attributed to effects of underlying 
variables.

More generally, causal inference as treated by Rubin can be understood as a 
missing-data and imputation problem. The estimation of quantities under 
incomplete- data conditions was a chief focus, as seen in work by Rubin (1974a, 
1976a, b) and his collaborators (Dempster et  al. 1977), who created the 
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 expectation- maximization (EM) algorithm, which has become a standard analytical 
method used not only in estimating modern psychometric models but throughout 
the sciences. As of this writing, the Dempster et al. (1977) article had more than 
45,000 citations in Google Scholar.

Also falling under causal inference was Rubin’s work on matching. Matching 
was developed to reduce bias in causal inferences using data from nonrandomized 
studies. Rubin’s (1974b, 1976a, b, c, 1979) work was central to evaluating and 
improving this methodology.

Besides landmark contributions to causal inference, continued development of 
IRT was taking place. Apart from another host of papers by Lord (1970, 1973, 
1974a, b, 1975a, b, 1977), several applications of IRT were studied, including for 
linking test forms (Marco 1977; see also Carlson and von Davier, Chap. 5, this vol-
ume). In addition, visiting scholars made seminal contributions as well. Among 
these contributions were ones on testing the Rasch model as well as on bias in esti-
mates (Andersen 1972, 1973), ideas later generalized by scholars elsewhere 
(Haberman 1977).

Finally, this period saw Karl Jöreskog and colleagues implement confirmatory 
factor analysis (CFA) in the LISREL computer program (Jöreskog and van Thillo 
1972) and generalize CFA for the analysis of covariance structures (Jöreskog 1970), 
path analysis (Werts et al. 1973), simultaneous factor analysis in several populations 
(Jöreskog 1971), and the measurement of growth (Werts et al. 1972). Their inven-
tions, particularly LISREL, continue to be used throughout the social sciences 
within the general framework of structural equation modeling to pose and evaluate 
psychometric, psychological, sociological, and econometric theories and the 
hypotheses they generate.

19.3.2  Large-Scale Survey Assessments of Student and Adult 
Populations

Worthy of note were two investigations, one of which was a continuation from the 
previous decade. That latter investigation, the Head Start Longitudinal Study, was 
documented in a series of program reports (Emmerich 1973; Shipman 1972; Ward 
1973). Also conducted was the National Longitudinal Study of the High School 
Class of 1972 (Rock, Chap. 10, this volume).

19.3.3  Validity and Validation

In this period, conceptions of validity, and concerns for validation, were expanding. 
With respect to conceptions of validity, Messick’s (1975) seminal paper “The 
Standard Problem: Meaning and Values in Measurement and Evaluation” called 
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attention to the importance of construct interpretations in educational measurement, 
a perspective largely missing from the field at that time. As to validation, concerns 
over the effects of coaching reemerged with research finding that two quantitative 
item types being considered for the SAT were susceptible to short-term preparation 
(Evans and Pike 1973), thus challenging the College Board’s position on the exis-
tence of such effects. Concerns for validation also grew with respect to test fairness 
and bias, with continued development of conceptions and methods for investigating 
these issues (Linn 1973, 1976; Linn and Werts 1971).

19.3.4  Constructed-Response Formats and Performance 
Assessment

Relatively little attention was given to this area. An exception was continued inves-
tigation of the formulating-hypotheses item type (Evans and Frederiksen 1974; 
Ward et al. 1980).

19.3.5  Personal Qualities

The 1970s saw the continuation of a significant research program on personal quali-
ties. With respect to cognition, the third version of the “Factor Kit” was released in 
1976: the “Kit of Factor-Referenced Cognitive Tests” (Ekstrom et al. 1976). Work 
on other qualities continued, including on prosocial behavior (Rosenhan 1970, 
1972) and risk taking (Kogan et  al. 1972; Lamm and Kogan 1970; Zaleska and 
Kogan 1971). Of special note was the addition to the ETS staff of Herman Witkin 
and colleagues, who significantly extended the prior decade’s work on cognitive 
styles (Witkin et al. 1974, 1977; Zoccolotti and Oltman 1978). Work on kinesthetic 
aftereffect (Baker et  al. 1976, 1978, 1979) and creativity (Frederiksen and Ward 
1978; Kogan and Pankove 1972; Ward et al. 1972) was also under way.

19.3.6  Human Development

The 1970s saw the advent of a large work stream that would extend over several 
decades. This work stream might be seen as a natural extension of Henry Chauncey’s 
interest in human abilities, broadly conceived; that is, to understand human abilities, 
it made sense to study from where those abilities emanated. That stream, described 
in detail by Kogan et al. (Chap. 15, this volume), included research in many areas. 
In this period, it focused on infants and young children, encompassing their social 
development (Brooks and Lewis 1976; Lewis and Brooks-Gunn 1979), emotional 
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development (Lewis 1977; Lewis et al. 1978; Lewis and Rosenblum 1978), cogni-
tive development (Freedle and Lewis 1977; Lewis 1977, 1978), and parental influ-
ences (Laosa 1978; McGillicuddy-DeLisi et al. 1979).

19.3.7  Educational Evaluation and Policy Analysis

One of the more notable characteristics of ETS research in this period was the emer-
gence of educational evaluation, in good part due to an increase in policy makers’ 
interest in appraising the effects of investments in educational interventions. This 
work, described by Ball (Chap. 11, this volume), entailed large-scale evaluations of 
television programs like Sesame Street and The Electric Company (Ball and Bogatz 
1970, 1973) and early computer-based instructional systems like PLATO and 
TICCIT (Alderman 1978; Murphy 1977), as well as a wide range of smaller studies 
(Marco 1972; Murphy 1973). Some of the accumulated wisdom gained in this 
period was synthesized in two books, the Encyclopedia of Educational Evaluation 
(Anderson et  al. 1975) and The Profession and Practice of Program Evaluation 
(Anderson and Ball 1978).

Alongside the intense evaluation activity was the beginning of a work stream on 
policy analysis (see Coley et al., Chap. 12, this volume). That beginning concen-
trated on education finance (Goertz 1978; Goertz and Moskowitz 1978).

19.3.8  Teacher and Teaching Quality

Rounding out the very noticeable expansion of research activity that characterized 
the 1970s were several lines of work on teachers and teaching. One line concen-
trated on evaluating the functioning of the National Teachers Examination (NTE; 
Quirk et al. 1973). A second line revolved around observing and analyzing teaching 
behavior (Quirk et  al. 1971, 1975). This line included the Beginning Teacher 
Evaluation Study, the purpose of which was to identify teaching behaviors effective 
in promoting learning in reading and mathematics in elementary schools, a portion 
of which was conducted by ETS under contract to the California Commission for 
Teacher Preparation and Licensing. The study included extensive classroom obser-
vation and analysis of the relations among the observed behaviors, teacher charac-
teristics, and student achievement (McDonald and Elias 1976; Sandoval 1976). The 
final line of research concerned college teaching (Baird 1973; Centra 1974).
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19.4  The Years 1980–1989

19.4.1  Psychometric and Statistical Methodology

As was true for the 1970s, in this decade, ETS methodological innovation was nota-
ble for its far-ranging impact. Lord (1980) furthered the development and applica-
tion of IRT, with particular attention to its use in addressing a wide variety of testing 
problems, among them parameter estimation, linking, evaluation of differential item 
functioning (DIF), and adaptive testing. Holland (1986, 1987), as well as Holland 
and Rubin (1983), continued the work on causal inference, further developing its 
philosophical and epistemological foundations, including exploration of a long- 
standing statistical paradox described by Lord (1967).2 An edited volume, Drawing 
Inferences From Self-Selected Samples (Wainer 1986), collected work on these 
issues.

Rubin’s work on matching, particularly propensity score matching, was a key 
activity through this decade. Rubin (1980a), as well as Rosenbaum and Rubin 
(1984, 1985), made important contributions to this methodology. These widely 
cited publications outlined approaches that are frequently used in scientific research 
when experimental manipulation is not possible.

Building on his research of the previous decade, Rubin (1980b, c) developed 
“multiple imputation,” a statistical technique for dealing with nonresponse by gen-
erating random draws from the posterior distribution of a variable, given other vari-
ables. The multiple imputations methodology forms the underlying basis for several 
major group-score assessments (i.e., tests for which the focus of inference is on 
population, rather than individual, performance), including the National Assessment 
of Educational Progress (NAEP), the Programme for International Student 
Assessment (PISA), and the Programme of International Assessment of Adult 
Competencies (PIAAC; Beaton and Barone, Chap. 8, this volume; Kirsch et  al., 
Chap. 9, this volume).

Also of note was the emergence of DIF as an important methodological research 
focus. The standardization method (Dorans and Kulick 1986), and the more statisti-
cally grounded Mantel and Haenszel (1959) technique proposed by Holland and 
Thayer (1988), became stock approaches used by operational testing programs 
around the world for assessing item-level fairness. Finally, the research community 
working on DIF was brought together for an invited conference in 1989 at ETS.

Although there were a large number of observed-score equating studies in the 
1980s, one development stands out in that it foreshadowed a line of research under-
taken more than a decade later. The method of kernel equating was introduced by 
Holland and Thayer (1989) as a general procedure that combines smoothing, 

2 Lord’s (1967) paradox refers to the situation, in observational studies, in which the statistical 
treatment of posttest scores by means of different corrections using pretest scores (i.e., regression 
vs. posttest minus pretest differences) can lead to apparent contradictions in results. This phenom-
enon is related to regression artifacts (D. T. Campbell and Kenny, 1999; Eriksson and Haggstrom, 
2014).
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 modeling, and transforming score distributions. This combination of statistical pro-
cedures was intended to provide a flexible tool for observed-score equating in a 
nonequivalent-groups anchor-test design.

19.4.2  Large-Scale Survey Assessments of Student and Adult 
Populations

ETS was first awarded the contract for NAEP in 1983 after evaluating previous 
NAEP analytic procedures and releasing A New Design for a New Era (Messick 
et al. 1983). The award set the stage for advances in assessment design and psycho-
metric methodology, including extensions of latent-trait models that employed 
covariates. These latent regression models used maximum likelihood methods to 
estimate population parameters from observed item responses without estimating 
individual ability parameters for test takers (Mislevy 1984, 1985). Many of the 
approaches developed for NAEP were later adopted by other national and interna-
tional surveys, including the Progress in International Reading Literacy Study 
(PIRLS), the Trends in International Mathematics and Science Study (TIMSS), 
PISA, and PIAAC. These surveys are either directly modeled on NAEP or are based 
on other surveys that were themselves NAEP’s direct derivates.

The major design and analytic features shared by these surveys include (a) a bal-
anced incomplete block design that allows broad coverage of content frameworks, 
(b) use of modern psychometric methods to link across the multiple test forms cov-
ering this content, (c) integration of cognitive tests and respondent background data 
using those psychometric methods, and (d) a focus on student (and adult) popula-
tions rather than on individuals as the targets of inference and reporting.

Two related developments should be mentioned. The chapters by Kirsch et al. 
(Chap. 9, this volume) and Rock (Chap. 10, this volume) presented in more detail 
work on the 1984 Young Adult Literacy Study (YALS) and the 1988 National 
Educational Longnitudinal Study, respectively. These studies also use multiple test 
forms and advanced psychometric methods based on IRT. Moreover, YALS was the 
first to apply a multidimensional item response model (Kirsch and Jungeblut 1986).

19.4.3  Validity and Validation

The 1980s saw the culmination of Messick’s landmark unified model (Messick 
1989), which framed validity as a unitary concept. The highlight of the period, 
Messick’s chapter in Educational Measurement, brought together the major strands 
of validity theory, significantly influencing conceptualization and practice through-
out the field.
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Also in this period, research on coaching burgeoned in response to widespread 
public and institutional user concerns (see Powers, Chap. 17, this volume). Notable 
was publication of The Effectiveness of Coaching for the SAT: Review and Reanalysis 
of Research From the Fifties to the FTC (Messick 1980), though many other studies 
were also released (Alderman and Powers 1980; Messick 1982; Powers 1985; 
Powers and Swinton 1984; Swinton and Powers 1983). Other sources of construct- 
irrelevant variance were investigated, particularly test anxiety (Powers 1988). 
Finally, conceptions of fairness became broader still, motivated by concerns over 
the flagging of scores from admissions tests that were administered under nonstan-
dard conditions to students with disabilities; these concerns had been raised most 
prominently by a National Academy of Sciences panel (Sherman and Robinson 
1982). Most pertinent was the 4-year program of research on the meaning and use 
of such test scores for the SAT and GRE General Test that was initiated in response 
to the panel’s report. Results were summarized in the volume Testing Handicapped 
People by Willingham et al. (1988).

19.4.4  Constructed-Response Formats and Performance 
Assessment

Several key publications highlighted this period. Frederiksen’s (1984) American 
Psychologist article “The Real Test Bias: Influences of Testing on Teaching and 
Learning” made the argument for the use of response formats in assessment that 
more closely approximated the processes and outcomes important for success in 
academic and work environments. This classic article anticipated the K–12 perfor-
mance assessment movement of the 1990s and its 2010 resurgence in the Common 
Core Assessments. Also noteworthy were Breland’s (1983) review showing the 
incremental predictive value of essay tasks over multiple-choice measures at the 
postsecondary level and his comprehensive study of the psychometric characteris-
tics of such tasks (Breland et al. 1987). The Breland et al. volume included analyses 
of rater agreement, generalizability, and dimensionality. Finally, while research 
continued on the formulating-hypotheses item type (Ward et al. 1980), the investi-
gation of portfolios also emerged (Camp 1985).

19.4.5  Personal Qualities

Although investigation of cognitive style continued in this period (Goodenough 
et al. 1987; Messick 1987; Witkin and Goodenough 1981), the death of Herman 
Witkin in 1979 removed its intellectual leader and champion, contributing to its 
decline. This decline coincided with a drop in attention to personal qualities research 
more generally, following a shift in ETS management priorities from the very clear 

R.E. Bennett and M. von Davier



647

think tank orientation of the 1960s and 1970s to a greater focus on research to assist 
existing testing programs and the creation of new ones. That focus remained cen-
tered largely on traditional academic abilities, though limited research proceeded on 
creativity (Baird and Knapp 1981; Ward et al. 1980).

19.4.6  Human Development

Whereas the research on personal qualities noticeably declined, the work on human 
development remained vibrant, at least through the early part of this period, in large 
part due to the availability of external funding and staff members highly skilled at 
attracting it. With a change in management focus, the reassignment of some devel-
opmental staff to other work, and the subsequent departure of the highly prolific 
Michael Lewis, interest began to subside. Still, this period saw a considerable 
amount and diversity of research covering social development (Brooks-Gunn and 
Lewis 1981; Lewis and Feiring 1982), emotional development (Feinman and Lewis 
1983; Lewis and Michalson 1982), cognitive development (Lewis and Brooks-Gunn 
1981a, b; Sigel 1982), sexual development (Brooks-Gunn 1984; Brooks-Gunn and 
Warren 1988), development of Chicano children (Laosa 1980a, 1984), teenage 
motherhood (Furstenberg et al. 1987), perinatal influences (Brooks-Gunn and Hearn 
1982), parental influences (Brody et al. 1986; Laosa 1980b), atypical development 
(Brinker and Lewis 1982; Brooks-Gunn and Lewis 1982), and interventions for 
vulnerable children (Brooks-Gunn et al. 1988; Lee et al. 1988).

19.4.7  Educational Evaluation and Policy Analysis

As with personal qualities, the evaluation of educational programs began to decline 
during this period. In contrast to the work on personal qualities, evaluation activities 
had been almost entirely funded through outside grants and contracts, which dimin-
ished considerably in the 1980s. In addition, the organization’s most prominent 
evaluator, Samuel Ball, departed to take an academic appointment in his native 
Australia. The work that remained investigated the effects of instructional software 
like the IBM Writing to Read program (Murphy and Appel 1984), educational tele-
vision (Murphy 1988), alternative higher education programs (Centra and Barrows 
1982), professional training (Campbell et al. 1982), and the educational integration 
of students with severe disabilities (Brinker and Thorpe 1984).

Whereas funding for evaluation was in decline, support for policy analysis grew. 
Among other things, this work covered finance (Berke et al. 1984), teacher policy 
(Goertz et  al. 1984), education reform (Goertz 1989), gender equity (Lockheed 
1985), and access to and participation in graduate education (Clewell 1987).
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19.4.8  Teacher and Teaching Quality

As with program evaluation, the departure of key staff during this period resulted in 
diminished activity, with only limited attention given to the three dominant lines of 
research of the previous decade: functioning of the NTE (Rosner and Howey 1982), 
classroom observation (Medley and Coker 1987; Medley et al. 1981), and college 
teaching (Centra 1983). Of particular note was Centra and Potter’s (1980) article 
“School and Teacher Effects: An Interrelational Model,” which proposed an early 
structural model for evaluating input and context variables in relation to 
achievement.

19.5  The Years 1990–1999

19.5.1  Psychometric and Statistical Methodology

DIF continued to be an important methodological research focus. In the early part 
of the period, an edited volume, Differential Item Functioning, was released based 
on the 1989 DIF conference (Holland and Wainer 1993). Among other things, the 
volume included research on the Mantel–Haenszel (1959) procedure. Other publi-
cations, including on the standardization method, have had continued impact on 
practice (Dorans and Holland 1993; Dorans et al. 1992). Finally, of note were stud-
ies that placed DIF into model-based frameworks. The use of mixture models 
(Gitomer and Yamamoto 1991; Mislevy and Verhelst 1990; Yamamoto and Everson 
1997), for example, illustrated how to relax invariance assumptions and test DIF in 
generalized versions of item response models.

Among the notable methodological book publications of this period was 
Computer Adaptive Testing: A Primer, edited by Wainer et al. (1990). This volume 
contained several chapters by ETS staff members and their colleagues.

Also worthy of mention was research on extended IRT models, which resulted in 
several major developments. Among these developments were the generalized par-
tial credit model (Muraki 1992), extensions of mixture IRT models (Bennett et al. 
1991; Gitomer and Yamamoto 1991; Yamamoto and Everson 1997), and models that 
were foundational for subsequent generalized modeling frameworks. Several chap-
ters in the edited volume Test Theory for a New Generation of Tests (Frederiksen 
et al. 1993) described developments around these extended IRT models.
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19.5.2  Large-Scale Survey Assessments of Student and Adult 
Populations

NAEP entered its second decade with the new design and analysis methodology 
introduced by ETS. Articles describing these methodological innovations were pub-
lished in a special issue of the Journal of Educational Statistics (Mislevy et  al. 
1992b; Yamamoto and Mazzeo 1992). Many of these articles remain standard refer-
ences, used as a basis for extending the methods and procedures of group-score 
assessments. In addition, Mislevy (1991, 1993a, b) continued work on related 
issues.

A significant extension to the large-scale assessment work was a partnership 
with Statistics Canada that resulted in development of the International Adult 
Literacy Survey (IALS). IALS collected data in 23 countries or regions of the world, 
7 in 1994 and an additional 16 in 1996 and 1998 (Kirsch et al., Chap. 9, this vol-
ume). Also in this period, ETS research staff helped the International Association 
for the Evaluation of Educational Achievement (IEA) move the TIMSS 1995 and 
1999 assessments to a more general IRT model, later described by Yamamoto and 
Kulick (2002). Finally, this period saw the beginning of the Early Childhood 
Longitudinal Study, Kindergarten Class of 1998–1999 (ECLS-K), which followed 
students through the eighth grade (Rock, Chap. 10, this volume).

19.5.3  Validity and Validation

Following the focus on constructs advocated by Messick’s (1989) chapter, the 1990s 
saw a shift in thinking that resulted in concerted attempts to ground assessment 
design in domain theory, particularly in domains in which design had been previ-
ously driven by content frameworks. Such theories often offered a deeper and 
clearer description of the cognitive components that made for domain proficiency 
and the relationships among the components. A grounding in cognitive-domain 
theory offered special advantages for highly interactive assessments like simula-
tions because of the expense involved in their development, which increased dra-
matically without the guidance provided by theory for task creation and scoring. 
From Messick (1994a), and from work on an intelligent tutoring system that com-
bined domain theory with rigorous probability models (Gitomer et al. 1994), the 
foundations of evidence-centered design (ECD) emerged (Mislevy 1994, 1996). 
ECD, a methodology for rigorously reasoning from assessment claims to task 
development, and from item responses back to claims, is now used throughout the 
educational assessment community as a means of creating a stronger validity argu-
ment a priori.

During this same period, other investigators explored how to estimate predictive 
validity coefficients by taking into account differences in grading standards across 
college courses (Ramist et al. 1994). Finally, fairness for population groups remained 
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in focus, with continued attention to admissions testing for students with disabilities 
(Bennett 1999) and release of the book Gender and Fair Assessment by Willingham 
and Cole (1997), which comprehensively examined the test performance of males 
and females to identify potential sources of unfairness and possible solutions.

19.5.4  Constructed-Response Formats and Performance 
Assessment

At both the K–12 and postsecondary levels, interest in moving beyond multiple- 
choice measures was widespread. ETS work reflected that interest and, in turn, con-
tributed to it. Highlights included Messick’s (1994a) paper on evidence and 
consequences in the validation of performance assessments, which provided part of 
the conceptual basis for the invention of ECD, and publication of the book 
Construction Versus Choice in Cognitive Measurement (Bennett and Ward 1993), 
framing the breadth of issues implicated in the use of non-multiple-choice formats.

In this period, many aspects of the functioning of constructed-response formats 
were investigated, including construct equivalence (Bennett et al. 1991; Bridgeman 
1992), population invariance (Breland et al. 1994; Bridgeman and Lewis 1994), and 
effects of allowing test takers choice in task selection (Powers and Bennett 1999). 
Work covered a variety of presentation and response formats, including formulating 
hypotheses (Bennett and Rock 1995), portfolios (Camp 1993; LeMahieu et  al. 
1995), and simulations for occupational and professional assessment (Steinberg and 
Gitomer 1996).

Appearing in this decade were ETS’s first attempts at automated scoring, includ-
ing of computer science subroutines (Braun et al. 1990), architectural designs (Bejar 
1991), mathematical step-by-step solutions and expressions (Bennett et al. 1997; 
Sebrechts et al. 1991), short-text responses (Kaplan 1992), and essays (Kaplan et al. 
1995). By the middle of the decade, the work on scoring architectural designs had 
been implemented operationally as part of the National Council of Architectural 
Registration Board’s Architect Registration Examination (Bejar and Braun 1999). 
Also introduced at the end of the decade into the Graduate Management Admission 
Test was the e-rater® automated scoring engine, an approach to automated essay 
scoring (Burstein et al. 1998). The e-rater scoring engine continues to be used oper-
ationally for the GRE General Test Analytical Writing Assessment, the TOEFL® 
test, and other examinations.
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19.5.5  Personal Qualities

Interest in this area had been in decline since the 1980s. The 1990s brought an end 
to the cognitive styles research, with only a few publications released (Messick 
1994b, 1996). Some research on creativity continued (Bennett and Rock 1995; 
Enright et al. 1998).

19.5.6  Human Development

As noted, work in this area also began to decline in the 1980s. The 1990s saw inter-
est diminish further with the departure of Jeanne Brooks-Gunn, whose extensive 
publications covered an enormous substantive range. Still, a significant amount of 
research was completed, including on parental influences and beliefs (Sigel 1992), 
representational competence (Sigel 1999), the distancing model (Sigel 1993), the 
development of Chicano children (Laosa 1990), and adolescent sexual, emotional, 
and social development (Brooks-Gunn 1990).

19.5.7  Education Policy Analysis

This period saw the continuation of a vibrant program of policy studies. Multiple 
areas were targeted, including finance (Barton et al. 1991), teacher policy (Bruschi 
and Coley 1999), education reform (Barton and Coley 1990), education technology 
(Coley et al. 1997), gender equity (Clewell et al. 1992), education and the economy 
(Carnevale 1996; Carnevale and DesRochers 1997), and access to and participation 
in graduate education (Ekstrom et al. 1991; Nettles 1990).

19.5.8  Teacher and Teaching Quality

In this period, a resurgence of interest occurred due to the need to build the founda-
tion for the PRAXIS® program, which replaced the NTE. An extensive series of 
surveys, job analyses, and related studies was conducted to understand the knowl-
edge, skills, and abilities required for newly licensed teachers (Reynolds et al. 1992; 
Tannenbaum 1992; Tannenbaum and Rosenfeld 1994). As in past decades, work 
was done on classroom performance (Danielson and Dwyer 1995; Powers 1992), 
some of which supplied the initial foundation for the widely used Framework for 
Teaching Evaluation Instrument (Danielson 2013).
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19.6  The Years 2000–2009

19.6.1  Psychometric and Statistical Methodology

The first decade of the current century saw increased application of Bayesian meth-
ods in psychometric research, in which staff members continued ETS’s tradition of 
integrating advances in statistics with educational and psychological measurement. 
Among the applications were posterior predictive checks (Sinharay 2003), a method 
not unlike the frequentist resampling and resimulation studied in the late 1990s  
(M. von Davier 1997), as well as the use of Bayesian networks to specify complex 
measurement models (Mislevy et al. 2000). Markov chain Monte Carlo methods 
were employed to explore the comprehensive estimation of measurement and struc-
tural models in modern IRT (Johnson and Jenkins 2005) but, because of their com-
putational requirements, currently remain limited to small- to medium-sized 
applications.

Alternatives to these computationally demanding methods were considered to 
enable the estimation of high-dimensional models, including empirical Bayes meth-
ods and approaches that utilized Monte Carlo integration, such as the stochastic EM 
algorithm (M. von Davier and Sinharay 2007).

These studies were aimed at supporting the use of explanatory IRT applications 
taking the form of a latent regression that includes predictive background variables 
in the structural model. Models of this type are used in the NAEP, PISA, PIAAC, 
TIMSS, and PIRLS assessments, which ETS directly or indirectly supported. 
Sinharay and von Davier (2005) also presented extensions of the basic numerical 
integration approach to data having more dimensions. Similar to Johnson and 
Jenkins (2005), who proposed a Bayesian hierarchical model for the latent regres-
sion, Li et al. (2009) examined the use of hierarchical linear (or multilevel) exten-
sions of the latent regression approach.

The kernel equating procedures proposed earlier by Holland and Thayer (1989; 
also Holland et al. 1989) were extended and designs for potential applications were 
described in The Kernel Method of Test Equating by A. A. von Davier, Holland, and 
Thayer (2004). The book’s framework for observed-score equating encapsulates 
several well-known classical methods as special cases, from linear to equipercentile 
approaches.

A major reference work was released, titled Handbook of Statistics: Vol. 26. 
Psychometrics and edited by Rao and Sinharay (2006). This volume contained close 
to 1200 pages and 34 chapters reviewing state-of-the-art psychometric modeling. 
Sixteen of the volume’s chapters were contributed by current or former ETS staff 
members.

The need to describe test-taker strengths and weaknesses has long motivated the 
reporting of subscores on tests that were primarily designed to provide a single 
score. Haberman (2008) presented the concept of proportional reduction of mean 
squared errors, which allows an evaluation of whether subscores are technically 
defensible. This straightforward extension of classical test theory derives from a 
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formula introduced by Kelley (1927) and provides a tool to check whether a sub-
score is reliable enough to stand on its own or whether the true score of the subscore 
under consideration would be better represented by the observed total score. 
(Multidimensional IRT was subsequently applied to this issue by Haberman and 
Sinharay 2010, using the same underlying argument.)

Also for purposes of better describing test-taker strengths and weaknesses, gen-
eralized latent variable models were explored, but with the intention of application 
to tests designed to measure multiple dimensions. Apart from the work on Bayesian 
networks (Mislevy and Levy 2007; Mislevy et  al. 2003), there were significant 
extensions of approaches tracing back to the latent class models of earlier decades 
(Haberman 1988) and to the rule space model (Tatsuoka 1983). Among these exten-
sions were developments around the reparameterized unified model (DiBello et al. 
2006), which was shown to partially alleviate the identification issues of the earlier 
unified model, as well as around the general diagnostic model (GDM; M. von 
Davier 2008a). The GDM was shown to include many standard and extended IRT 
models, as well as several diagnostic models, as special cases (M. von Davier 2008a, 
b). The GDM has been successfully applied to the TOEFL iBT® test, PISA, NAEP, 
and PIRLS data in this as well as in the subsequent decade (M. von Davier 2008a; 
Oliveri and von Davier 2011, 2014; Xu and von Davier 2008). Other approaches 
later developed outside of ETS, such as the log-linear cognitive diagnostic model 
(LCDM; Henson et al. 2009), can be directly traced to the GDM (e.g., Rupp et al. 
2010) and have been shown to be a special case of the GDM (M. von Davier 2014).

19.6.2  Large-Scale Survey Assessments of Student and Adult 
Populations

As described by Rock (Chap. 10, this volume), the Early Childhood Longitudinal 
Study continued through much of this decade, with the last data collection in the 
eighth grade, taking place in 2007. Also, recent developments in the statistical pro-
cedures used in NAEP were summarized and future directions described (M. von 
Davier et al. 2006).

A notable milestone was the Adult Literacy and Lifeskills (ALL) assessment, 
conducted in 2003 and 2006–2008 (Kirsch et al., Chap. 9, this volume). ALL was a 
household-based, international comparative study designed to provide participating 
countries with information about the literacy and numeracy skills of their adult pop-
ulations. To accomplish this goal, ALL used nationally representative samples of 
16- to 65-year-olds.

In this decade, ETS staff members completed a multicountry feasibility study for 
PISA of computer-based testing in multiple languages (Lennon, Kirsch, von Davier, 
Wagner, and Yamamoto 2003) and a report on linking and linking stability (Mazzeo 
and von Davier 2008).
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Finally, in 2006, ETS and IEA established the IEA/ETS research institute (IERI), 
which promotes research on large-scale international skill surveys, publishes a 
 journal, and provides training around the world through workshops on statistical 
and psychometric topics (Wagemaker and Kirsch 2008).

19.6.3  Validity and Validation

In the 2000s, Mislevy and colleagues elaborated the theory and generated additional 
prototypic applications of ECD (Mislevy et al. 2003, 2006), including proposing 
extensions of the methodology to enhance accessibility for individuals from special 
populations (Hansen and Mislevy 2006). Part of the motivation behind ECD was the 
need to more deeply understand the constructs to be measured and to use that under-
standing for assessment design. In keeping with that motivation, the beginning of 
this period saw the release of key publications detailing construct theory for achieve-
ment domains, which feed into the domain analysis and modeling aspects of 
ECD. Those publications concentrated on elaborating the construct of communica-
tive competence for the TOEFL computer-based test (CBT), comprising listening, 
speaking, writing, and reading (Bejar et al. 2000; Butler et al. 2000; Cumming et al. 
2000; Enright et  al. 2000). Toward the end of the period, the Cognitively Based 
Assessment of, for, and as Learning (CBAL®) initiative (Bennett and Gitomer 2009) 
was launched. This initiative took a similar approach to construct definition as 
TOEFL CBT but, in CBAL’s case, to the definition of English language arts and 
mathematics constructs for elementary and secondary education.

At the same time, the communication of predictive validity results for postsec-
ondary admissions tests was improved. Building upon earlier work, Bridgeman and 
colleagues showed how the percentage of students who achieved a given grade point 
average increased as a function of score level, a more easily understood depiction 
than the traditional validity coefficient (Bridgeman et al. 2008). Also advanced was 
the research stream on test anxiety, one of several potential sources of irrelevant 
variance (Powers 2001).

Notable too was the increased attention given students from special populations. 
For students with disabilities, two research lines dominated, one related to testing 
and validation concerns that included but went beyond the postsecondary admis-
sions focus of the 1980s and 1990s (Ekstrom and Smith 2002; Laitusis et al. 2002), 
and the second on accessibility (Hansen et  al. 2004; Hansen and Mislevy 2006; 
Hansen et al. 2005). For English learners, topics covered accessibility (Hansen and 
Mislevy 2006; Wolf and Leon 2009), accommodations (Young and King 2008), 
validity frameworks and assessment guidelines (Pitoniak et al. 2009; Young 2009), 
and instrument and item functioning (Martiniello 2009; Young et al. 2008).
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19.6.4  Constructed-Response Formats and Performance 
Assessment

Using ECD, several significant computer-based assessment prototypes were devel-
oped, including for NAEP (Bennett et al. 2007) and for occupational and profes-
sional assessment (Mislevy et al. 2002). The NAEP Technology-Rich Environments 
project was significant because assessment tasks involving computer simulations 
were administered to nationally representative samples of students and because it 
included an analysis of students’ solution processes. This study was followed by 
NAEP’s first operational technology-based component, the Interactive Computer 
Tasks, as part of the 2009 science assessment (U.S. Department of Education, n.d.-
a). Also of note was the emergence of research on games and assessment (Shute 
et al. 2008, 2009).

With the presentation of constructed-response formats on computer came added 
impetus to investigate the effect of computer familiarity on performance. That issue 
was explored for essay tasks in NAEP (Horkay et al. 2006) as well as for the entry 
of complex expressions in mathematical reasoning items (Gallagher et al. 2002).

Finally, attention to automated scoring increased considerably. Streams of 
research on essay scoring and short-text scoring expanded (Attali and Burstein 
2006; Leacock and Chodorow 2003; Powers et al. 2002; Quinlan et al. 2009), a new 
line on speech scoring was added (Zechner et al. 2007, 2009), and publications were 
released on the grading of graphs and mathematical expressions (Bennett et  al. 
2000).

19.6.5  Personal Qualities

Although it almost disappeared in the 1990s, ETS’s interest in this topic reemerged 
following from the popularization of so-called noncognitive constructs in educa-
tion, the workplace, and society at large (Goleman 1995). Two highly visible topics 
accounted for a significant portion of the research effort, one being emotional intel-
ligence (MacCann and Roberts 2008; MacCann et al. 2008; Roberts et al. 2006) and 
the other stereotype threat (Stricker and Bejar 2004; Stricker and Ward 2004), the 
notion that concern about a negative belief as to the ability of one’s demographic 
group might adversely affect test performance.

19.6.6  Human Development

With the death of Irving Sigel in 2006, the multidecade history of contributions to 
this area ended. Before his death, however, Sigel continued to write actively on the 
distancing model, representation, parental beliefs, and the relationship between 
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research and practice generally (Sigel 2000, 2006). Notable in this closing period 
was publication of his coedited Child Psychology in Practice, volume 4 of the 
Handbook of Child Psychology (Renninger and Sigel 2006).

19.6.7  Education Policy Analysis

Work in this area increased considerably. Several topics stood out for the attention 
given them. In elementary and secondary education, the achievement gap (Barton 
2003), gender equity (Coley 2001), the role of the family (Barton and Coley 2007), 
and access to advanced course work in high school (Handwerk et al. 2008) were 
each examined. In teacher policy and practice, staff examined approaches to teacher 
preparation (Wang et  al. 2003) and the quality of the teaching force (Gitomer 
2007b).

With respect to postsecondary populations, new analyses were conducted of data 
from the adult literacy surveys (Rudd et al. 2004; Sum et al. 2002), and access to 
graduate education was studied (Nettles and Millett 2006). A series of publications 
by Carnevale and colleagues investigated the economic value of education and its 
equitable distribution (Carnevale and Fry 2001, 2002; Carnevale and Rose 2000). 
Among the many policy reports released, perhaps the highlight was America’s 
Perfect Storm (Kirsch et al. 2007), which wove labor market trends, demographics, 
and student achievement into a social and economic forecast that received interna-
tional media attention.

19.6.8  Teacher and Teaching Quality

Notable in this period were several lines of research. One centered on the function-
ing and impact of the certification assessments created by ETS for the National 
Board of Professional Teaching Standards (Gitomer 2007a; Myford and Engelhard 
2001), which included the rating of video-recorded classroom performances. A sec-
ond line more generally explored approaches for the evaluation of teacher effective-
ness and teaching quality (Gitomer 2009; Goe et al. 2008; Goe and Croft 2009) as 
well as the link between teaching quality and student outcomes (Goe 2007). 
Deserving special mention was Braun’s (2005) report “Using Student Progress to 
Evaluate Teachers: A Primer on Value-Added Models,” which called attention to the 
problems with this approach. Finally, a third work stream targeted professional 
development, including enhancing teachers’ formative assessment practices 
(Thompson and Goe 2009; Wylie et al. 2009).
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19.7  The Years 2010–2016

19.7.1  Psychometric and Statistical Methodology

Advances in computation have historically been an important driver of psychomet-
ric developments. In this period, staff members continued to create software pack-
ages, particularly for complex multidimensional analyses. One example was 
software for the operational use of multidimensional item response theory (MIRT) 
for simultaneous linking of multiple assessments (Haberman 2010). Another exam-
ple was software for the operational use of the multidimensional discrete latent-trait 
model for IRT (and MIRT) calibration and linking (M. von Davier and Rost 2016). 
This software is used extensively for PIAAC and PISA.

Whereas software creation has constituted a continued line of activity, research 
on how to reduce computational burden has also been actively pursued. Of note in 
this decade was the use of graphical modeling frameworks to reduce the calcula-
tions required for complex multidimensional estimation. Rijmen (2010) as well as 
Rijmen et al. (2014) showed how these advances can be applied in large-scale test-
ing applications, producing research software for that purpose. On a parallel track, 
von Davier (2016) described the use of all computational cores of a workstation or 
server to solve measurement problems in many dimensions more efficiently and to 
analyze the very large data sets coming from online testing and large-scale assess-
ments of national or international populations.

In the same way as advances in computing have spurred methodological innova-
tion, those computing advances have made the use of new item response types more 
feasible (Bejar, Chap. 18, this volume). Such response types have, in turn, made 
new analytic approaches necessary. Research has examined psychometric models 
and latent-trait estimation for items with multiple correct choices, self-reports using 
anchoring vignettes, data represented as multinomial choice trees, and responses 
collected from interactive and simulation tasks (Anguiano-Carrasco et  al. 2015; 
Khorramdel and von Davier 2014), in the last case including analysis of response 
time and solution process.

Notable methodological publications collected in edited volumes in this period 
covered linking (von Davier 2011), computerized multistage testing (Yan et  al. 
2014), and international large-scale assessment methodology (Rutkowski et  al. 
2013). In addition, several contributions appeared by ETS authors in a three-volume 
handbook on IRT (Haberman 2016; von Davier and Rost 2016). Chapters by other 
researchers detail methods and statistical tools explored while those individuals 
were at ETS (e.g., Casabianca and Junker 2016; Moses 2016; Sinharay 2016).
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19.7.2  Large-Scale Survey Assessments of Student and Adult 
Populations

In this second decade of the twenty-first century, the work of many research staff 
members was shaped by the move to computer-based, large-scale assessment. ETS 
became the main contractor for the design, assessment development, analysis, and 
project management of both PIAAC and PISA. PIAAC was fielded in 2012 as a 
multistage adaptive test (Chen et al. 2014b). In contrast, PISA 2015 was adminis-
tered as a linear test with three core domains (science, mathematics, and reading), 
one innovative assessment domain (collaborative problem solving), and one optional 
domain (financial literacy).

NAEP also fielded computer-based assessments in traditional content domains 
and in domains that would not be suitable for paper-and-pencil administration. 
Remarkable were the delivery of the 2011 NAEP writing assessment on computer 
(U.S. Department of Education, n.d.-b) and the 2014 Technology and Engineering 
Literacy assessment (U.S. Department of Education, n.d.-c). The latter assessment 
contained highly interactive simulation tasks involving the design of bicycle lanes 
and the diagnosis of faults in a water pump. A large pilot study exploring multistage 
adaptive testing was also carried out (Oranje and Ye 2013) as part of the transition 
of all NAEP assessments to administration on computers.

Finally, ETS received the contract for PISA 2018, which will also entail the use 
of computer-based assessments in both traditional and nontraditional domains.

19.7.3  Validity and Validation

The work on construct theory in achievement domains for elementary and second-
ary education that was begun in the prior decade continued with publications in the 
English language arts (Bennett et  al. 2016; Deane et  al. 2015; Deane and Song 
2015; Sparks and Deane 2015), mathematics (Arieli-Attali and Cayton-Hodges 
2014; Graf 2009), and science (Liu et  al. 2013). These publications detailed the 
CBAL competency, or domain, models and their associated learning progressions, 
that is, the pathways most students might be expected to take toward domain com-
petency. Also significant was the Reading for Understanding project, which refor-
mulated and exemplified the construct of reading comprehension for the digital age 
(Sabatini and O’Reilly 2013). Finally, a competency model was released for teach-
ing (Sykes and Wilson 2015), intended to lay the foundation for a next generation of 
teacher licensure assessment.

In addition to domain modeling, ETS’s work in validity theory was extended in 
several directions. The first direction was through further development of ECD, in 
particular its application to educational games (Mislevy et  al. 2014). A second 
direction resulted from the arrival of Michael Kane, whose work on the argument- 
based approach added to the research program very substantially (Kane 2011, 2012, 
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2016). Finally, fairness and validity were combined in a common framework by Xi 
(2010).

Concerns for validity and fairness continued to motivate a wide-ranging research 
program directed at students from special populations. For those with disabilities, 
topics included accessibility (Hansen et al. 2012; Stone et al. 2016), accommoda-
tions (Cook et al. 2010), instrument and item functioning (Buzick and Stone 2011; 
Steinberg et  al. 2011), computer-adaptive testing (Stone et  al. 2013; Stone and 
Davey 2011), automated versus human essay scoring (Buzick et al. 2016), and the 
measurement of growth (Buzick and Laitusis 2010a, b). For English learners, topics 
covered accessibility (Guzman-Orth et al. 2016; Young et al. 2014), accommoda-
tions (Wolf et al. 2012a, b), instrument functioning (Gu et al. 2015; Young et al. 
2010), test use (Lopez et al. 2016; Wolf and Farnsworth 2014; Wolf and Faulkner- 
Bond 2016), and the conceptualization of English learner proficiency assessment 
systems (Hauck et al. 2016; Wolf et al. 2016).

19.7.4  Constructed-Response Formats and Performance 
Assessment

As a consequence of growing interest in education, the work on games and assess-
ment that first appeared at the end of the previous decade dramatically increased 
(Mislevy et al. 2012, 2014, 2016; Zapata-Rivera and Bauer 2012).

Work on automated scoring also grew substantially. The focus remained on 
response types from previous periods, such as essay scoring (Deane 2013a, b), short 
answer scoring (Heilman and Madnani 2012), speech scoring (Bhat and Yoon 2015; 
Wang et  al. 2013), and mathematical responses (Fife 2013). However, important 
new lines of work were added. One such line, made possible by computer-based 
assessment, was the analysis of keystroke logs generated by students as they 
responded to essays, simulations, and other performance tasks (Deane and Zhang 
2015; He and von Davier 2015, 2016; Zhang and Deane 2015). This analysis began 
to open a window into the processes used by students in problem solving. A second 
line, also made possible by advances in technology, was conversation-based assess-
ment, in which test takers interact with avatars (Zapata-Rivera et al. 2014). Finally, 
a work stream was initiated on “multimodal assessment,” incorporating analysis of 
test-taker speech, facial expression, or other behaviors (Chen et al. 2014a, c).

19.7.5  Personal Qualities

While work on emotional intelligence (MacCann et al. 2011; MacCann et al. 2010; 
Roberts et al. 2010), and stereotype threat (Stricker and Rock 2015) continued, this 
period saw a significant broadening to a variety of noncognitive constructs and their 
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applications. Research and product development were undertaken in education 
(Burrus et al. 2011; Lipnevich and Roberts 2012; Oliveri and Ezzo 2014) as well as 
for the workforce (Burrus et al. 2013; Naemi et al. 2014).

19.7.6  Education Policy Analysis

Although the investigation of economics and education had diminished due to  
the departure of Carnevale and his colleagues, attention to a wide range of policy 
problems continued. Those problems related to graduate education (Wendler et al. 
2010), minority representation in teaching (Nettles et  al. 2011), developing and 
implementing teacher evaluation systems (Goe et  al. 2011), testing at the pre-K 
level (Ackerman and Coley 2012), achievement gaps in elementary and secondary 
education (Barton and Coley 2010), and parents opting their children out of state 
assessment (Bennett 2016).

A highlight of this period was the release of two publications from the ETS 
Opportunity Project. The publications, “Choosing Our Future: A Story of 
Opportunity in America” (Kirsch et al. 2016) and “The Dynamics of Opportunity in 
America” (Kirsch and Braun 2016), comprehensively analyzed and directed atten-
tion toward issues of equality, economics, and education in the United States.

19.7.7  Teacher and Teaching Quality

An active and diverse program of investigation continued. Support was provided for 
testing programs, including an extensive series of job analyses for revising PRAXIS 
program assessments (Robustelli 2010) as well as work toward the development of 
new assessments (Phelps and Howell 2016; Sykes and Wilson 2015). The general 
topic of teacher evaluation remained a constant focus (Gitomer and Bell 2013; Goe 
2013; Turkan and Buzick 2016), including continued investigation into implement-
ing it through classroom observation (Casabianca et al. 2013; Lockwood et al. 2015; 
Mihaly and McCaffrey 2014) and value-added modeling (Buzick and Jones 2015; 
McCaffrey 2013; McCaffrey et al. 2014). Researchers also explored the impact of 
teacher characteristics and teaching practices on student achievement (Liu et  al. 
2010), the effects of professional development on teacher knowledge (Bell et al. 
2010), and the connection between teacher evaluation and professional learning 
(Goe et al. 2012). One highlight of the period was release of the fifth edition of 
AERA’s Handbook of Research on Teaching (Gitomer and Bell 2016), a compre-
hensive reference for the field. A second highlight was How Teachers Teach: 
Mapping the Terrain of Practice (Sykes and Wilson 2015), which, as noted earlier, 
laid out a conceptualization of teaching in the form of a competency model.
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19.8  Discussion

As the previous sections might suggest, the history of ETS research is marked by 
both constancy and changes in focus. The constancy can be seen in persistent 
 attention to problems at the core of educational and psychological measurement. 
Those problems have centered on developing and improving the psychometric and 
statistical methodology that helps connect observations to inferences about indi-
viduals, groups, and institutions. In addition, the problems have centered on evalu-
ating those inferences—that is, the theory, methodology, and practice of 
validation.

The changes in focus across time have occurred both within these two persis-
tently pursued areas and among those areas outside of the measurement core. For 
example, Kane and Bridgeman (Chap. 16, this volume) documented in detail the 
progression that has characterized ETS’s validity research, and multiple chapters 
did the same for the work on psychometrics and statistics. In any event, the empha-
sis given these core areas remained strong throughout ETS’s history.

As noted, other areas experienced more obvious peaks and valleys. Several of 
these areas did not emerge as significant research programs in their own right until 
considerably after ETS was established. That characterization would be largely true, 
for example, of human development (beginning in the 1970s), educational evalua-
tion (1970s), large-scale assessment/adult literacy/longitudinal studies (1970s), and 
policy analysis (1980s), although there were often isolated activities that preceded 
these dates. Once an area emerged, it did not necessarily persist, the best examples 
being educational evaluation, which spanned the 1970s to 1980s, and human devel-
opment, which began at a similar time point, declined through the late 1980s and 
1990s, and reached its denouement in the 2000s.

Still other areas rose, fell, and rose again. Starting with the founding of ETS, 
work on personal qualities thrived for three decades, all but disappeared in the 
1980s and 1990s, and returned by the 2000s close to its past levels, but this time 
with the added focus of product development. The work on constructed-response 
formats and performance assessment also began early on and appeared to go dor-
mant in the 1970s, only to return in the 1980s. In the 1990s, the emphasis shifted 
from a focus on paper-and-pencil measurement to presentation and scoring by 
computer.

What drove the constancy and change over the decades? The dynamics were 
most likely due to a complex interaction among several factors. One factor was 
certainly the influence of the external environment, including funding, federal edu-
cation policy, public opinion, and the research occurring in the field. That environ-
ment, in turn, affected (and was affected by) the areas of interest and expertise of 
those on staff who, themselves, had impact on research directions. Finally the inter-
ests of the organization’s management were affected by the external environment 
and, in turn, motivated actions that helped determine the staff composition and 
research priorities.
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Aside from the changing course of research over the decades, a second striking 
characteristic is the vast diversity of the work. At its height, this diversity arguably 
rivaled that found in the psychology and education departments of major research 
universities anywhere in the world. Moreover, in some areas—particularly in psy-
chometrics and statistics—it was often considerably deeper.

This breadth and depth led to substantial innovation, as this chapter has 
 highlighted and the prior ones have detailed. That innovation was often highly theo-
retical—as in Witkin and Goodenough’s (1981) work on cognitive styles, Sigel’s 
(1990) distancing theory, Lord and Novick’s (1968) seminal volume on IRT, 
Messick’s (1989) unified conception of validity, Mislevy’s (1994, 1996) early work 
on ECD, Deane et al.’s (2015) English language arts competency model, and Sykes 
and Wilson’s (2015) conceptions of teaching practice. But that innovation was also 
very often practical—witness the in-basket test (Frederiksen et al. 1957), LISREL 
(Jöreskog and van Thillo 1972), the EM algorithm (Dempster et al. 1977), Lord’s 
(1980) “Applications of Item Response Theory to Practical Testing Problems,” the 
application of Mantel–Haenszel to DIF (Holland and Thayer 1988), the plausible-
values solution to the estimation of population performance in sample surveys 
(Mislevy et al. 1992a), and e-rater (Burstein et al. 1998). These innovations were 
not only useful but used, in all the preceding cases widely employed in the measure-
ment community, and in some cases used throughout the sciences.

Of no small consequence is that ETS innovations—theory and practical develop-
ment—were employed throughout the organization’s history to support, challenge, and 
improve the technical quality of its testing programs. Among other things, the chal-
lenges took the form of a continuing program of validity research to identify and address 
construct-irrelevant influences, for example, test anxiety, coaching, stereotype threat, 
lack of computer familiarity, English language complexity in content assessments, and 
accessibility—which might unfairly affect the performance of individuals and groups.

A final observation is that research was used not only for the generation of theory 
and of practical solutions in educational and psychological studies but also for help-
ing government officials and the public address important policy problems. The 
organization’s long history of contributions to informing policy are evident in its 
roles with respect to the Equality of Educational Opportunity Study (Beaton 1968); 
the evaluation of Sesame Street (Ball and Bogatz 1970); the Head Start, early child-
hood, and high school longitudinal studies; the adult literacy studies; NAEP, PISA, 
and PIAAC; and the many policy analyses of equity and opportunity in the United 
States (Kirsch et al. 2007; Kirsch and Braun 2016).

We close this chapter, and the book, by returning to the concept of a nonprofit 
measurement organization as outlined by Bennett (Chap. 1, this volume). In that 
conception, the organization’s raison d’être is public service. Research plays a fun-
damental role in realizing that public service obligation to the extent that it helps 
advance educational and psychological measurement as a field, acts as a mechanism 
for enhancing (and routinely challenging) the organization’s testing programs, and 
helps contribute to the solution of big educational and social challenges. We would 
assert that the evidence presented indicates that, taken over its almost 70-year 
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 history, the organization’s research activities have succeeded in filling that funda-
mental role.
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