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Abstract
Several aspects describing the state of the atmosphere in the North Sea region are considered
in this chapter. These include large-scale circulation, means and extremes in temperature and
precipitation, cyclones and winds, and radiation and clouds. The climate projections reveal
several pronounced future changes in the state of the atmosphere in the North Sea region,
both in the free atmosphere and near the surface: amplification and an eastward shift in the
pattern of NAO variability in autumn and winter; changes in the storm track with increased
cyclone density over western Europe in winter and reduced cyclone density on the southern
flank in summer; more frequent strong winds from westerly directions and less frequent
strong winds from south-easterly directions; marked mean warming of 1.7–3.2 °C for
different scenarios, with stronger warming in winter than in summer and a relatively strong
warming over southern Norway; more intense extremes in daily maximum temperature and
reduced extremes in daily minimum temperature, both in strength and frequency; an increase
in mean precipitation during the cold season and a reduction during the warm season; a
pronounced increase in the intensity of heavy daily precipitation events, particularly in
winter; a considerable increase in the intensity of extreme hourly precipitation in summer; an
increase (decrease) in cloud cover in the northern (southern) part of the North Sea region,
resulting in a decrease (increase) in net solar radiation at the surface.
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5.1 Introduction

Wilhelm May

Projections of future climate change are obtained from
simulations with global coupled as well as regional climate
models (GCMs and RCMs, respectively). In these projec-
tions, concentrations or emissions of the well-mixed green-
house gases and of the anthropogenic aerosol load are
prescribed according to different scenarios, which take dif-
ferent possibilities for future developments into account. For
the Fourth Assessment Report (AR4) of the Intergovern-
mental Panel on Climate Change (IPCC), these scenarios
were based on the assumptions of the Special Report on
Emission Scenarios (SRES; Nakićenović et al. 2000), while
for the Fifth Assessment Report (AR5) the newly developed
Representative Concentration Pathways (RCPs; Moss et al.
2010; van Vuuren et al. 2011) were applied. The RCP sce-
narios differ from the SRES scenarios in that they assume
different pathways to specific targets of the radiative forcing
by the end of the 21st century. The two families of scenarios
were also applied in the Coupled Model Intercomparison
Project (CMIP), the SRES scenarios in phase 3 (CMIP3;
Meehl et al. 2007a) and the RCP scenarios in phase 5 of the
project (CMIP5; Taylor et al. 2012).

In the contributions of IPCCWorking Group I to AR4, the
projections of future climate change based on the SRES
scenarios are presented in two different chapters, one
addressing the global aspects of climate change (Meehl et al.
2007b) and one covering the regional aspects (Christensen
et al. 2007). In the latter, the projected changes in climate are
described separately for different continents and/or regions,
including Europe. In 2012, the AR4 was complemented by
the IPCC Special Report on climate extremes (SREX), where
among others the observed and projected future changes in
different kinds of extreme climate events were assessed
(Seneviratne et al. 2012). In Table 3.3 of the latter report, the
projected future changes in temperature and precipitation
extremes were summarised for different regions, including
northern, central and southern Europe. Also in 2012, the
European Environment Agency (EEA) published a report on
climate change, impacts and vulnerability in Europe, cover-
ing several aspects of climate and climate change (EEA
2012). In particular, the report includes references to several
scientific publications based on future climate projections
originating from a multi-model ensemble of RCM simula-
tions for Europe performed within the ENSEMBLES project
(Van der Linden and Mitchell 2009). The SRES scenarios
were applied in these simulations. Recently, a new set of
future climate projections for Europe has become available
within the World Climate Research Programme (WCRP)
Coordinated Regional Downscaling Experiment (CORDEX;
Giorgi et al. 2009), with the aim to increase both the number

of RCMs and the number of driving coupled climate models
compared to the ENSEMBLES project. These scenario
simulations are based on the RCP scenarios, with the driving
coupled climate model data taken from CMIP5. As for Eur-
ope, a specific set of climate scenarios at a horizontal reso-
lution of 12.5 km has become available within the CORDEX
initiative, with seven different RCMs to date (Jacob et al.
2014). In ENSEMBLES, the finest horizontal resolution of
the climate scenarios was 25 km.

In the contributions of IPCC Working Group I to AR5,
the global aspects of the projections of future climate change
based on the RCP scenarios are presented in a specific
chapter (Collins et al. 2013), while the regional aspects were
covered differently to AR4. In AR5, future changes in the
characteristics of a number of prominent climate phenom-
ena, i.e., monsoon systems, the El Niño-Southern Oscilla-
tion, annular and dipolar modes and large-scale storm
systems, and their relevance for regional climate change
were assessed (Christensen et al. 2013a), with the regional
changes in climate presented in the form of an atlas for as
many as 18 different regions distributed over the globe
(IPCC 2013). As for Europe, the northern and central parts
of the continent and the Mediterranean region were distin-
guished. The regional aspects of the projections of future
climate change were also considered in the contributions of
Working Group II to AR5 (Hewitson et al. 2014a, b), again
distinguishing between the aforementioned three parts of
Europe. A detailed assessment of the impacts of the pro-
jected changes in climate for Europe, as for several other
regions, is presented in a specific chapter of this part of AR5
(Kovats et al. 2014a, b).

Adaptation strategies are needed in response to the
observed as well as to the projected changes in climate
(Noble at el. 2014) and these are currently developed at the
national and local level in many countries. This is typically
done on the basis of national climate scenarios, which are
already available for several countries and are likely to
become more widespread in the future. Both the Netherlands
(KNMI 2014) and Denmark (DMI 2014), for instance, have
recently published reports on future climate scenarios for
their countries. In Germany, future climate scenarios have
even become available at a regional level through so-called
regional climate offices, which cover different parts of the
country. Despite their high value for the development of
adaptation strategies for a particular country or part of a
country, these national climate scenarios cannot easily be
combined to give a consistent scenario for a larger area, such
as the North Sea region. While the climate scenarios for
Denmark follow closely the scenarios used in AR4 and AR5
(DMI 2014), the future climate scenarios for the Netherlands
were developed by combining numerous climate scenarios
originating from different climate models in accordance with
the simulated rate of global warming and the simulated
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change in the large-scale circulation over western Europe
(KNMI 2014). This distinction resulted in four categories of
climate scenario: one with moderate warming (about 1.5 °C
by the end of the 21st century) and a weak influence of
circulation change (i.e. a small change in the frequency of
the dominant circulation patterns relative to present-day
conditions); one with moderate warming and a strong
influence of circulation change (i.e. a large change in the
frequency of the dominant circulation patterns); one with
strong warming (about 3.5 °C by the end of the 21st century)
and a weak influence of circulation change; and one with
strong warming and a strong influence of circulation change.
The dominant circulation patterns are characterised by pre-
vailing westerly winds during winter and prevailing easterly
winds in association with high surface pressure during
summer, respectively.

In this chapter, the projected changes in the atmosphere in
the North Sea region are assessed on the basis of the existing
literature, including the recent assessment reports referred to
above. Typically, these changes have been projected for the
end of the 21st century using conditions at the end of the
20th century as the baseline, but in the last few years several
projections have also become available for the middle of the
21st century. Because few studies have focussed specifically
on the North Sea region, most of the results described here
have been extracted from climate projections for Europe
(based on RCM scenario simulations from ENSEMBLES or
CORDEX) or even from projections covering the whole
globe (based on GCM scenario simulations from CMIP3 or
CMIP5). Several aspects describing the state of the atmo-
sphere in the North Sea region have been considered, such as
features of the large-scale circulation (Sect. 5.2), the mean
and extremes, primarily at daily time scales, in temperature
(Sect. 5.3) and precipitation (Sect. 5.4), cyclones and winds
(Sect. 5.5), and radiation and clouds (Sect. 5.6).

5.2 Large-Scale Circulation

Uwe Ulbrich, Birger Tinz, Wilhelm May

5.2.1 Prominent Climate Phenomena

Regional climate is affected by various kinds of climate
phenomena. Their change under rising greenhouse gas
concentrations is thus relevant for future regional climate
change (e.g. Christensen et al. 2013a). Prominent climate
phenomena include the monsoon systems in different parts
of the tropics, the El Niño-Southern Oscillation, different
annual or dipolar modes, and blocking and large-scale storm
systems. The interannual variability of the climate in the

North Atlantic region and specifically the North Sea region
is mainly affected by two modes of variability: the North
Atlantic Oscillation (NAO) and its hemispheric counterpart,
the Northern Annular Mode (NAM) or Arctic Oscillation
(e.g. Itoh 2008). Other large-scale factors affecting the cli-
mate in the Atlantic-European sector are atmospheric
blocking and the strength and position of the Atlantic jet
stream. These factors are all related to the strength and
location of the Atlantic storm track and in turn to the NAO.

5.2.2 Modes of Interannual Variability

The NAO is a dipolar mode of climate variability, charac-
terised by opposite variations in sea-level pressure between
the Atlantic sub-tropical High and the Icelandic Low (e.g.
Hurrell et al. 2003). Through its direct effect on westerly air
flow into Europe, its link with Atlantic cyclones and atmo-
spheric blocking, it strongly affects the climate over the
North Atlantic Ocean and the surrounding continents (e.g.
Hurrell and Deser 2009). The NAO can be established
throughout the entire year, despite different physical mech-
anisms initiating and maintaining this mode of variability
during winter and summer (e.g. Folland et al. 2009).

The CMIP5 simulations for the intermediate RCP4.5
scenario (i.e. 75 simulations with 37 different global climate
models) show an overall amplification of the NAO up to the
end of the 21st century in all seasons, with the greatest
increase in autumn (Gillett and Fyfe 2013). That is, the
pressure difference between the Azores High and the Ice-
landic Low is projected to increase in these scenario simu-
lations. This is consistent with earlier results from the
CMIP3 simulations (Miller et al. 2006). These trends,
however, are generally small compared to the natural climate
variability (Deser et al. 2012). It should be noted that Gillett
and Fyfe’s (2013) use of a particular index to define the
NAO might have had an effect on the magnitude of the
projected change in the NAO, as the respective centres of
action over the northern and southern parts of the North
Atlantic might have different positions under a changing
climate. For instance, Dong et al. (2011) found a poleward
and eastward shift in the pattern of NAO variability in
response to greenhouse gas forcing, in line with previous
findings by Ulbrich and Christoph (1999). Both the future
changes in the troposphere and the stratosphere as a direct
response to the prescribed greenhouse gas forcing and the
associated changes in sea surface temperatures in the North
Atlantic contribute to the aforementioned changes in the
NAO. In a recent study, Davini and Cagnazzo (2013)
pointed at the possibility of misinterpreting the NAO signals
in current climate models. This is because some of the
models were not able to realistically simulate the physical
processes connected to the NAO, namely atmospheric
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blocking and interaction with the Atlantic jet stream. This is
particularly the case for those models that strongly under-
estimate the frequency of atmospheric blocking in the
Greenland area. These shortcomings might affect studies
analysing the NAO under different mean climate states, i.e.
for future climate scenarios.

The NAO has been interpreted as the manifestation of an
annular mode in sea-level pressure, the NAM, over the
North Atlantic region (e.g. Thompson and Wallace 2000).
Similar to their findings for the NAO, Gillett and Fyfe
(2013) also found an overall amplification of the NAM
under future climate conditions in all seasons. The increase
is greatest in autumn and winter and smallest in summer.
Furthermore, none of the climate models simulated a sig-
nificant decrease in the NAM in any season.

5.2.3 Atmospheric Blocking

Atmospheric blocking is typically associated with persistent
stationary or slowly moving high-pressure systems in the
extratropics, interrupting the prevailing westerly winds and
the usual track of eastward moving cyclones at these lati-
tudes. Blocking occurs most frequently in the exit regions of
the storm tracks in both hemispheres and is characterised by
marked seasonal variability with high frequencies during
winter and spring and low frequencies during summer and
autumn (e.g. Wiedenmann et al. 2002; Masato et al. 2013). In
the Atlantic-European sector blocking occurs more fre-
quently over the North Atlantic in winter but more frequently
over Europe in summer (e.g. Tyrlis and Hoskins 2008).
Blocking is a major contributor to intraseasonal variability in
the extratropics and can lead to seasonal climate anomalies
over large parts of Europe (e.g. Trigo et al. 2004) as well as to
climate extremes like cold spells in winter (e.g. Cattiaux et al.
2010) or heat waves in summer (e.g. Matsueda 2011). As
previously mentioned, atmospheric blocking in the Atlantic-
European sector during winter is strongly related to the NAO
(Croci-Maspoli et al. 2007).

The CMIP5 simulations for the high RCP8.5 scenario
show an overall decrease in the frequency of atmospheric
blocking in the Atlantic-European sector in both winter
(Cattiaux et al. 2013; Dunn-Sigouin and Son 2013; Masato
et al. 2013) and summer (Dunn-Sigouin and Son 2013;
Masato et al. 2013). The decrease in summer is accompanied
by an increase on its eastern flank, leading to an eastward
shift of the area with high blocking frequencies (Masato
et al. 2013). While the decrease in winter is a consistent
finding, regardless of how many different simulations from
CMIP5 are considered or which method is used to define a
blocking event, the situation is less clear in summer.

In contrast to the findings of Dunn-Sigouin and Son (2013)
and Masato et al. (2013), Cattiaux et al. (2013) found an
increase in the frequency of blocking events in the
Atlantic-European sector during summer for most of the 19
CMIP5 models considered. The other two studies considered
simulations from fewer CMIP5 models and used various
indices to define blocking, while Cattiaux et al. (2013) used
an approach based on weather regimes, with blocking being
one of them. No noticeable changes, however, were found
regarding the duration of individual blocking events
(Dunn-Sigouin and Son 2013). These results are consistent
with findings based on the CMIP3 simulations, which show
a significant decrease in blocking frequency, particularly
during winter (Barnes and Hartmann 2010; Barnes et al.
2012), but are somewhat less clear. According to Woollings
(2010) the effect of greenhouse gas forcing on blocking
might to a large extent reflect changes in the mean state of
the atmosphere rather than dynamical processes directly
associated with blocking. Barnes and Hartmann (2010)
demonstrated, for instance, that a poleward shift in the
Atlantic jet stream could lead to a decreased frequency of
atmospheric blocking in winter due to a reduction in pole-
ward Rossby-wave breaking.

5.2.4 Sea-Level Pressure

The AR5 reported an increase in mean sea-level pressure
(MSLP) over western Europe and the adjacent part of the
North Atlantic in winter, with a centre over the Mediter-
ranean region, for RCP2.6, RCP4.5 and RCP8.5 (Collins
et al. 2013). Further north the MSLP is markedly reduced. In
summer, on the other hand, MSLP is reduced over Europe
but increased over the North Atlantic, with a centre west of
the British Isles. In both cases, the magnitude of the changes
in MSLP follows the strength of the radiative forcing with
the smallest (largest) changes in MSLP associated with the
weakest (strongest) scenario. Van den Hurk et al. (2014)
obtained similar results, when regressing changes in MSLP
in the Atlantic-European region on the corresponding
changes in global mean temperature for a total of 245 cli-
mate change simulations from CMIP5, covering 37 different
global climate models, four scenarios (including RCP6.0)
and ensemble simulations for some of the models. For spring
and autumn, the authors found increases in MSLP over
much of the North Atlantic and western Europe and
decreases further north over the Arctic, but in contrast to
winter, the maximum increases are centred over the North
Atlantic during the transition seasons. The projected changes
in MSLP contribute to the positive trend in the NAO and the
NAM mentioned in Sect. 5.2.2, particularly in autumn.
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5.2.5 Jet Stream

The CMIP5 simulations show a small (about 1° for the
multi-model ensemble means) poleward shift in the position
of the Atlantic jet stream for the RCP8.5 scenario, while its
speed remains nearly constant (Barnes and Polvani 2013).
The poleward shift in the position of the Atlantic jet steam
was found to reduce its north-south wobble as well as to
enhance the variability of its speed (i.e. more of a pulsing of
the jet stream). Woollings and Blackburn (2012) obtained
consistent results based on the CMIP3 simulations, both with
regard to a poleward shift in the mean position of the
Atlantic jet stream and to considerable variations between
individual models, particularly in winter. The poleward
shifts were often small compared to the errors in the simu-
lation of the jet stream position. Moreover, Woollings and
Blackburn (2012) found that the NAO in combination with
the East Atlantic pattern (EA) of the large-scale circulation
can describe both the climatological changes and the inter-
annual variations of both the position and strength of the
Atlantic jet stream at the tropopause level. It is largely the
NAO that describes shifts in the position of the jet, whereas
the NAO and EA are both associated with changes in the
strength of the jet.

The mechanisms underlying a poleward shift in the jet
stream are still not fully understood. Changes in the activity
of large-scale planetary waves or in the characteristics of the
synoptic-scale transient wave activity have been suggested
to contribute to the poleward shift (e.g. Collins et al. 2013).
Haarsma et al. (2013) found an eastward extension to the
zonal winds at 500 hPa over the eastern Atlantic Ocean and
western Europe, primarily related to changes in the tropo-
spheric temperature profile. The temperature changes in two
regions were found to be important for forcing the changes
in mean zonal flow: the relatively strong upper-tropospheric
warming in the subtropics and the reduced surface warming
in the mid-latitudes. Inter-model differences in the projected
changes in mean zonal flow over the eastern Atlantic Ocean
and western Europe could be partly attributed to uncertain-
ties in the response of the North Atlantic Ocean to the
anthropogenic forcing in both the CMIP3 and CMIP5
models.

5.2.6 Summary

Both the CMIP3 and CMIP5 simulations project marked
future changes in various aspects of the large-scale circula-
tion over the Atlantic-European region, of which the North
Sea region is part. These changes are expected to affect the
near-surface climate of the North Sea region, particularly in
terms of weather and climate extremes. Examples include
the impact of changes in the distribution of the phases of the

NAO on the occurrence of climate extremes in Europe (e.g.
Scaife at el. 2008), and the role of atmospheric blocking over
the North Atlantic on the occurrence of cold winter tem-
peratures in Europe (Sillmann et al. 2011).

5.3 Temperature

Wilhelm May

5.3.1 Global Mean Temperature

The CMIP5 simulations project a global warming with
respect to the present day (1986–2005) of between 1.0
(RCP2.6) and 2.0 °C (RCP8.5) by the mid-21st century and
between 1.0 (RCP2.6) and 3.7 °C (RCP8.5) by the end of the
21st century for the multi-model ensemble means (see
Table 5.1). The projected changes in temperature vary con-
siderably between models, with the uncertainty ranges
depending on the magnitude of the projected multi-model
changes. For the RCP2.6 scenario 90 % of the projected
changes by the middle of the 21st century fall in the range
0.4–1.6 °C (the smallest mean change) and in the range 2.6–
4.8 °C by the end of the 21st century for RCP8.5 (the greatest
mean change). Assuming a present-day (1986–2005) global
warming of 0.61 °C with respect to the pre-industrial period
(1850–1900; see Collins et al. 2013), means that under the
RCP2.6 scenario global warming is most likely to stay below
the internationally agreed target of limiting warming to less
than 2 °C with respect to pre-industrial levels throughout the
21st century, while it is most unlikely that global warming
will stay below this threshold over the course of the 21st
century under the RCP8.5 scenario.

5.3.2 Regional Mean Temperatures

According to Knutti and Sedláček (2012), the CMIP5
multi-model ensemble projects a so-called ‘highly robust’
mean surface warming in the North Sea region during both
winter and summer. Part of this robust warming pattern is

Table 5.1 Projected change in annual global mean surface air
temperature (°C) by the mid- and end of the 21st century relative to
present day (1986–2005) for RCP2.6 (32 models), RCP4.5 (42 models)
and RCP8.5 (39 models) obtained from the CMIP5 multi-model
ensemble as well as the 5–95 % ranges from the models’ distribution

Period RCP2.6 RCP4.5 RCP8.5

2046–2065 1.0 (0.4–1.6) 1.4 (0.9–2.0) 2.0 (1.4–2.6)

2081–2100 1.0 (0.3–1.7) 1.8 (1.1–2.6) 3.7 (2.6–4.8)

Adapted from Collins et al. (2013, their Table 12.2)
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weaker warming over the North Sea than over the adjacent
land areas, particularly in winter. This tendency is also
evident in the climate change projections for northern and
central Europe based on the CMIP5 multi-model ensemble
presented in Annex I of AR5 (IPCC 2013). For the RCP4.5
scenario, the ensemble-mean future warming by the end of
the 21st century during winter is 1–2 °C over the North Sea
and 3–4 °C over eastern Scandinavia. During summer, on
the other hand, future warming is 2–3 °C for the entire
northern and central European land areas compared to 1–2 °C
over the North Sea. The regional patterns of future warming
in the North Sea region are characterised by a west-east
gradient with the strongest warming in the east during winter
and a north-south gradient with the strongest warming in the
south during summer. Averaged over northern Europe as a
whole, the annual mean warming is between 2.0 °C
(RCP4.5) and 3.4 °C (RCP8.5) by the middle of the 21st
century and between 2.7 °C (RCP4.5) and 5.0 °C (RCP8.5)
by the end of the 21st century (see Table 5.2). The strength
of future warming over northern Europe varies between
seasons with stronger warming during winter (6.1 °C) than
during summer (4.5 °C), for RCP8.5 by the end of the 21st
century (see Table 5.2).

The characteristic warming patterns over Europe are also
revealed in a multi-model ensemble based on scenario
simulations at high horizontal resolution (*12.5 km) with
11 different RCMs for the RCP4.5 and RCP8.5 scenarios
(Jacob et al. 2014). In summer (JJA), for instance, projected
warming is 1.5–2 °C adjacent to the North Sea except for
southern Norway, where the warming exceeds 2 °C
(Fig. 5.1). In winter (DJF), on the other hand, warming is
1.5–2 °C in western Europe, 2–2.5 °C in central Europe and
over 2.5 °C in northern Europe. In spring (MAM), warming
shows a very similar pattern to that for winter, but with
slightly (by *0.5 °C) weaker warming, while in autumn
(SON) warming is 2–2.5 °C over the entire area adjacent to
the North Sea. Averaged over the Atlantic region, which
comprises the North Sea region except for southern Norway
but including Ireland, France and the north-eastern part of

the Iberian Peninsula (Metzger et al. 2005), the 11 climate
scenarios give an annual mean warming of 1.7 °C (RCP4.5)
to 3.2 °C (RCP8.5) by the end of the 21st century (see
Table 5.3). These estimates of regional warming are some-
what lower than the corresponding estimates for northern
Europe (see Table 5.2), which can be explained by northern
Europe extending further north than the Atlantic region and
not including south-western Europe.

The national climate scenarios also show marked future
warming in the respective countries in response to anthro-
pogenic forcing. For Denmark, the CMIP5 multi-model
ensemble projects a future annual mean warming of 1.0
(RCP2.6), 1.8 (RCP4.5), and 3.7 °C (RCP8.5) by the end of
the 21st century (DMI 2014). These estimates are about
30 % lower than the corresponding estimates for northern
Europe (see Table 5.2). For the Netherlands, the projected
change in annual mean temperature by the end of the 21st
century varies between 1.3 °C for the scenario with mod-
erate warming and a weak influence of circulation change to
3.7 °C for the scenario with strong warming and a strong
influence of circulation change (KNMI 2014). The projected
annual mean temperature changes for the Netherlands by the
mid-21st century are markedly weaker, at 1.0–2.3 °C. Sim-
ilarly, a multi-model ensemble of climate projections for
Germany for the mid-21st century on the basis of seven
combinations of RCMs and driving GCMs, gives a warming
of 1.0–1.5 °C for northern Germany under the SRES A1B
scenario (Wagner et al. 2013).

5.3.3 Temperature Extremes

Changes in long-term averages for variables such as seasonal
or annual mean temperature provide insight into relatively
slow climatic change. However, in terms of impacts it is
changes in the variability of temperature at much shorter
time scales that are most relevant. For instance, weather and
climate extremes at daily time scales or, in the case of
extended warm spells and heat waves, at time scales of

Table 5.2 Projected changes in mean surface air temperature (°C) by the mid- and end of the 21st century relative to present day (1986–2005) for
northern Europe (see Seneviratne et al. 2012, their Fig. 3.1) for RCP4.5 (42 models) and RCP8.5 (39 models) obtained from the CMIP5
simulations, in terms of winter (December through February; DJF), summer (June through August; JJA) and annual means

Period Season RCP4.5 RCP8.5

2046–2065 DJF 2.7 (1.8–3.5) 3.4 (2.9–4.7)

JJA 1.8 (1.2–2.5) 2.5 (1.9–3.2)

ANN 2.0 (1.6–2.8) 2.9 (2.4–3.5)

2081–2100 DJF 3.4 (2.6–4.4) 6.1 (5.3–7.5)

JJA 2.2 (1.6–3.0) 4.5 (3.5–5.8)

ANN 2.7 (2.1–3.5) 5.0 (4.3–6.3)

Data represent the median of the multi-model ensemble results and the 25th and 75th percentiles of the individual model responses. Adapted from
Christensen et al. (2013a, their Table 14.1) and Christensen et al. (2013b, their Table 14.SM.1c), respectively
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Fig. 5.1 Projected seasonal changes in surface air temperature
(K) based on the RCP4.5 scenario for the end of the 21st century
(2071–2100) relative to present day (1971–2000). All changes are both

robust and statistically significant. From the supplementary material of
Jacob et al. (2014)

Table 5.3 Projected changes in selected temperature-related climate variables and indices by the end of the 21st century (2071–2100, with
respect to 1971–2000) averaged over the Atlantic region (according to Metzger et al. 2005) for RCP4.5 (eight RCM simulations) and RCP8.5
(nine RCM simulations)

Temperature-related climate indices RCP4.5 RCP8.5

Annual mean temperature (°C) 1.7 (1.4 to 2.1) 3.2 (2.7 to 3.6)

Frost days per year −28 (−30 to −15) −40 (−50 to −26)

Summer days per year 11 (6 to14) 24 (22 to 28)

Tropical nights per year 3 (1 to 5) 7 (3 to 12)

Growing season length (days per growing season) 39 (27 to 43) 58 (47 to 68)

Warm spell duration index (days per year) 21 (19 to 34) 67 (47 to 92)

Cold spell duration index (days per year) −4 (−5 to −4) −5 (−6 to −4)

Data represent the median of the multi-model ensemble results and the likely range in these changes, defined to include 66 % of all projected
changes around the ensemble median. Adapted from Kovats et al. (2014b, their Table SM23-3)
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several days to weeks. A number of indices describing cli-
mate extremes have been developed based on some of the
characteristics of the respective distributions of daily data. In
a first attempt to coordinate and standardise the definition of
such extremes, Frich et al. (2002) proposed five different
indices concerning daily temperature data. Zhang et al.
(2011) extended this list of extreme temperature indices to
15, also revising some of the definitions of Frich et al.
(2002). In particular, these indices often focus on relative
thresholds that describe the tails in the distribution rather
than on specific physically-based thresholds. The indices of
Zhang et al. (2011) capture both moderately extreme events
that typically occur several times per year and extreme
events that occur less often (once a year or less). In recog-
nition of the strong impact of weather and climate extremes
the IPCC published a special report on managing the risks of
extreme events and disasters to advance climate change
adaptation (SREX; IPCC 2012).

Kovats et al. (2014b) reported on projected changes in the
characteristics of seven different temperature-related
extremes based on the multi-model ensemble of high-
resolution RCM simulations for the RCP4.5 and RCP8.5
scenarios (Jacob et al. 2014). In Table 5.3 these changes are
presented for the end of the 21st century averaged over the
Atlantic region. The indices were defined in accordance with
Zhang et al. (2011), that is, the number of frost days were
defined as the annual count of days when the daily minimum
temperature drops below 0 °C, the number of summer days
as the annual count of days when the daily maximum tem-
perature exceeds 25 °C, the number of tropical nights as the
annual count of days when the daily minimum temperature
exceeds 20 °C, growing season length as the annual count
between the first span of at least six days with daily mean
temperatures above 5 °C and the first span after 1 July of six
days with daily mean temperatures below 5 °C, the warm
spell duration index as the annual count of days with at least
six consecutive days when the daily maximum temperature
exceeds the respective 90th percentile, and the cold spell
duration index as the annual count of days with at least six
consecutive days when the daily minimum temperature drops
below the respective 10th percentile.

The projected changes in these indices reveal the overall
tendency of a future amplification of the extremes related to
daily maximum temperature and a future reduction of the
extremes related to daily minimum temperature. The number
of summer days by the end of the 21st century, for instance,
is increased by 11 (24) for RCP4.5 (RCP8.5), while the
number of frost days is reduced by 28 (40) (see Table 5.3).
The changes are generally stronger for RCP8.5 than for
RCP4.5, and for some indices the likelihood ranges based on
individual models for the two scenarios do not show any
overlap. This is the case for the number of summer days,
growing season length and the warm spell duration index.

For the cold spell duration index, on the other hand, the
likelihood ranges are similar for the two scenarios. The
relatively large likelihood ranges for some indices indicate
strong variation between the eight (RCP4.5) and nine
(RCP8.5) projections with different RCMs that have been
considered, and hence a high degree of uncertainty in the
projected changes.

Kovats et al. (2014a) presented the geographical distri-
butions of the projected change in the number of heat waves
during May through September at the end of the 21st century
on the basis of the same set of RCM simulations for the
RCP4.5 and RCP8.5 scenarios. Heat waves were defined as
periods of more than five consecutive days with daily
maximum temperatures exceeding the mean daily maximum
temperature for the reference period (1971–2000) by at least
5 °C. For the North Sea region, the only area with notably
more frequent heat waves was in southwestern Norway for
RCP8.5, for RCP4.5 the number of heat waves does not
change in that region. Jacob et al. (2014) defined heat waves
differently, in this case as periods of more than three con-
secutive days with daily maximum temperatures exceeding
the 99th percentile of the daily maximum temperature for the
same reference period, and found markedly more heat waves
over the North Sea region under RCP8.5 at the end of the
21st century, with increases in the number of heat waves
ranging from 10 to 15 for the Netherlands, northern Ger-
many and Denmark, and exceeding 30 in southern Norway.

The CMIP5 simulations have also been used to assess the
projected change in various temperature-related extremes in
several studies, with some of these assessments being
included in AR5 (Collins et al. 2013). Sillmann et al. (2013),
for instance, presented global maps of the projected change
in annual minimum and maximum temperatures (i.e. the
minimum of the daily minimum temperatures and the
maximum of the daily maximum temperatures occurring in
the course of a year), in the number of frost days and in the
number of tropical nights, in the number of cold nights (with
daily minimum temperatures below the respective 10th
percentile) and in the number of warm nights (with daily
maximum temperatures exceeding the respective 90th per-
centile), as well as in the cold and warm spell duration
indices at the end of the 21st century for the RCP2.6,
RCP4.5 and RCP8.5 scenarios. Sillmann et al. (2013) also
found notable future increases in both the annual minimum
and maximum temperatures over western, central and
northern Europe. Strong increases in annual minimum tem-
perature of about 9–11 °C for RCP8.5 occur in northern
Europe, presumably associated with retreating snow cover in
this region. The strongest increases in annual maximum
temperature, on the other hand, occur in central and eastern
Europe, reaching about 6–8 °C for RCP8.5. Corresponding
to these increases in annual temperature extremes, the
number of frost days is markedly lower in central and
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northern Europe, while the number of tropical nights is much
higher over southern Europe. In much of the North Sea
region the number of tropical nights rises by about 10 days
under RCP4.5 and by more than 20 days under RCP8.5,
with tropical nights hardly ever occurring in this region
under the present-day climate. Similarly, cold spells are
projected to become shorter in the North Sea region, by
about 3 days for RCP4.5 and about 4–6 days for RCP8.5.
Warm spells are projected to become markedly longer in the
North Sea region, by about 30 days for RCP4.5 and by 60–
120 days for RCP8.5. The national climate change assess-
ment for the Netherlands also considers change in
temperature-related extremes (KNMI 2014). In winter, for
instance, the number of frost days is projected to decrease by
35–80 % (with respect to 38 days for the reference period
1981–2000) at the end of the 21st century, with the weakest
change for the scenario with moderate warming and weak
influence of circulation change and the strongest change for
the scenario with strong warming and strong influence of
circulation change. For the scenarios with strong warming,
the differences between a weak and strong influence of cir-
culation change account for 20 % of the projected fall in the
number of frost days. The number of summer days, on the
other hand, is projected to increase by 30–130 % (relative to
21 days for the reference period 1981–2000), again
depending on the overall strength of the scenario.

Kharin et al. (2013) used 20-year return levels to assess
future changes in annual extremes of daily temperature at the
end of the 21st century for the RCP2.6, RCP4.5 and RCP8.5
scenarios on the basis of the CMIP5 simulations for the
entire globe. In the North Sea region, the multi-model

ensemble projects increases in the 20-year return levels of
the annual minimum temperatures of 4–8 °C for RCP4.5 and
8–12 °C for RCP8.5. The projected increases in the 20-year
return levels for annual maximum temperature in the North
Sea region are somewhat weaker, at 2–4 °C for RCP4.5 and
6–8 °C for RCP8.5. Nikulin et al. (2011) used 20-year return
levels to assess future change in annual extremes of daily
temperature in Europe at the end of the 21st century on the
basis of an ensemble of six scenario simulations with one
particular RCM forced by six different GCMs applying the
SRES A1B scenario (Fig. 5.2). According to these scenario
simulations, the 20-year return levels for annual minimum
temperature increase by about 4–10 °C over most of the
North Sea region, while the respective return levels for the
annual maximum temperature increase only by about 2–4 °
C. Nevertheless, waiting times for a 20-year event of the
annual maximum temperature during the reference period
(1961–1990) are reduced to 2–5 years in the North Sea
region, meaning that at the end of the 21st century such an
event is expected to occur every two to five years.

Schoetter et al. (2014) assessed changes in the charac-
teristics of western European heat waves projected in the
CMIP5 ensemble at the end of the 21st century. In this case
heat waves were defined as periods of three consecutive
days, during which at least 30 % of western Europe is
affected by extremely high temperatures (exceeding the 98th
percentile of the daily maximum temperatures for the period
May through October). The study covers the UK, Belgium,
the Netherlands and northern Germany as parts of the North
Sea region. Heat waves in western Europe become more
frequent and of greater duration, increase in extent and

Fig. 5.2 Left-hand panels The
ensemble mean of (upper panel)
the 20-year return level of daily
maximum temperature (Tmax,20)
and (lower panel) the 20-year
return level of daily minimum
temperature (Tmin,20) for 1961–
1990 and (middle panel) the
respective changes of Tmax,20 and
Tmin,20 in 2071–2100 relative to
1961–1990 (°C). Only differences
significant at the 10 %
significance level are shown.
Right-hand Panel Waiting times
(years) of the 1961–1990 Tmax,20

in 2071–2100 (Nikulin et al.
2011)
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become more intense. Heat waves that are similar to or
stronger than the one observed across Europe in 2003 remain
rare under RCP2.6 and RCP4.5, but become the norm under
RCP8.5. For the latter, heat waves with five times the
severity of the 2003 heat wave were simulated. The severity
of heat waves is described by the so-called cumulative heat
wave severity, which is defined as the product of the number
of heat waves during a 30-year period and the mean severity
of the individual heat waves. The latter is defined as the
product of the duration, the mean extent and the mean
intensity of the respective heat wave. Most of the changes in
the temperature-related extremes during summer are partly
associated with corresponding changes in the variation in
temperature over the course of a day (diurnal cycle) as well
as variations in temperature from day to day. According to
Cattiaux et al. (2015), both diurnal variability and day-to-day
variability in summer temperature increase under the dif-
ferent RCP scenarios, with extremely strong variations over
both time scales occurring more frequently. In western
Europe, for instance, diurnal and day-to-day variability both
increase by about 10 % under the RCP8.5 scenario, with
weaker increases over northern Europe of up to 6 %. The
increases in variability are primarily linked to a future
decrease in surface evapotranspiration as a consequence of
drier European summers.

Several extremes related to daily temperature were iden-
tified in the SREX report with high confidence for northern
Europe (Seneviratne et al. 2012). For instance, the frequency
of warm days is very likely to increase, but not as much as in
central and southern Europe (Fischer and Schär 2010), there
are very likely to be fewer cold days (with daily maximum
temperatures below the respective 10th percentile) and a
likely increase in the 20-year return levels of annual maxi-
mum temperature. There are very likely to be fewer cold
nights (Kjellström et al. 2007; Sillmann and Roeckner 2008)
and more warm nights (Tebaldi et al. 2006). Heat waves and
warm spells are likely to occur more often, last for longer
and/or be more intense, but the changes in northern Europe
are smaller than in southern Europe, while Scandinavia

shows little change at all (Beniston et al. 2007; Koffi and
Koffi 2008; Fischer and Schär 2010; Orlowsky and
Seneviratne 2012).

5.4 Precipitation

Wilhelm May

5.4.1 Mean Precipitation

At a global scale, the CMIP5 simulations project increases in
precipitation in the tropics as well as at mid and high latitudes,
and a decrease in the sub-tropics (Knutti and Sedláček 2012).
For the North Sea region, the multi-model ensemble projects
an increase in winter and a decrease in summer except for
Denmark and southern Norway. This tendency is also evident
in the projected changes in precipitation for northern and
central Europe based on the CMIP5 simulations presented in
Annex I of AR5 (IPCC 2013) for the cold (October through
March) and warm (April through September) seasons. For the
cold season, the RCP4.5 scenario is characterised by
increases of up to 10 % in the North Sea region at the end of
the 21st century, and the changes projected exceed natural
variability over the entire region. For the warm season, on the
other hand, precipitation is projected to decrease by up to
10 % in England, Belgium, the Netherlands and northern
Germany and to increase by up to 10 % in Denmark and
southern Norway. However, the changes projected during the
warm season do not exceed natural climate variability any-
where across the region. Averaged over northern Europe, the
projected increase in precipitation during the cold season
ranges from 8 % (RCP4.5) to 11 % (RCP8.5) for the
mid-21st century and from 11 % (RCP4.5) to 20 % (RCP8.5)
at the end of the 21st century (see Table 5.4). Precipitation
averaged over northern Europe during the warm season is
increased, ranging from 3 to 4 % for the mid-21st century and
5–8 % at the end of the century.

Table 5.4 Projected relative changes in mean precipitation (%) by the mid- and end of the 21st century (2046–2065 and 2081–2100, with respect
to 1986–2005) for northern Europe (see Seneviratne et al. 2012, their Fig. 3.1) for RCP4.5 (42 models) and RCP8.5 (39 models) obtained from the
CMIP5 simulations, distinguishing between the cold season (October through March; ONDJFM) and warm season (April through September;
AMJJAS)

Period Season RCP4.5 RCP8.5

2046–2065 ONDJFM 8 (3–11) 11 (8–15)

AMJJAS 3 (2–8) 4 (1–10)

2081–2100 ONDJFM 11 (7–14) 20 (15–29)

AMJJAS 5 (2–8) 8 (2–12)

Data represent the median of the multi-model ensemble of changes and the 25th and 75th percentiles of the individual model responses. Adapted
from Christensen et al. (2013a, their Table 14.1) and Christensen et al. (2013b, their Table 14.SM.1c), respectively
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During winter some precipitation in the North Sea region
falls as snow. As conditions warm, the fraction falling as
snow is expected to decrease. According to Brutel-Vuilmet
et al. (2013) the CMIP5 simulations are characterised by
several snow-related changes in the mid-latitudes of the
northern hemisphere at the end of the 21st century. Between
40° and 60°N the RCP scenarios project a decrease in solid
precipitation of about 10 % (RCP2.6) to 30 % (RCP8.5),
despite a marked rise in total precipitation at these latitudes.
Consistent with this, snow depth declines by about 10 %
(RCP2.6) to 40 % (RCP8.5), and the snow season shortens
with the decrease ranging from up to a fortnight (RCP2.6) to
a month or more (RCP8.5). Räisänen and Eklund (2012)
presented consistent results for northern Europe based on an
ensemble of regional climate scenarios applying the SRES
A1B scenario from the ENSEMBLES project (e.g. van der
Linden and Mitchell 2009). They identified future decreases

in snowfall and snow depth across all low-altitude parts of
northern Europe, including Denmark and southern Norway
as part of the North Sea region.

The characteristic changes in precipitation over Europe
were also revealed in the multi-model ensemble of
high-resolution RCM simulations for Europe used by Jacob
et al. (2014). For the RCP4.5 scenario, seasonal mean pre-
cipitation in the North Sea region increases in winter and
spring by about 10–15 % at the end of the 21st century
(Fig. 5.3). In summer and autumn, on the other hand, pre-
cipitation increases (exceeding 5 %) in south-western Nor-
way, but there is little change in the rest of the North Sea
region, ranging between a slight decrease (of less than 5 %)
in the south to a slight increase (of less than 5 %) in the
north. Averaged over the Atlantic region, annual mean
precipitation increases slightly (1 %) for RCP4.5 and more
notably for RCP8.5 (see Table 5.5). For the RCP4.5

Fig. 5.3 Projected seasonal change in precipitation (%) based on the RCP4.5 scenario for the period 2071–2100 relative to 1971–2000. Hatched
areas indicate regions with robust and/or statistically significant change. From the supplementary material of Jacob et al. (2014)
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scenario, however, one sixth of the different RCM simula-
tions are actually characterised by decreasing precipitation
across the Atlantic region.

In Denmark the CMIP5 simulations project increases in
seasonal mean precipitation at the end of the 21st century in
all seasons except summer (DMI 2014). For summer, the
RCP8.5 scenario projects a decrease of about 17 % but with
an inter-model standard deviation of 21 %. This scenario
projects the strongest increase in winter (18 %), and change
in the transition seasons are 10 and 11 %, respectively. For
annual mean precipitation, the RCP8.5 scenario projects a
future increase of about 7 %, which is slightly larger than the
inter-model standard deviation. Consistent with this, the
high-resolution RCM simulations used by Wagner et al.
(2013) project future increases in annual mean precipitation
of 2–6 % in northern Germany. For the Netherlands, the
projections are characterised by an increase in annual mean
precipitation of 5–7 % with little dependence on the strength
of impact of the circulation change (KNMI 2014). This is,
however, not the case for changes in the seasonal means,
where the scenarios with a strong influence of circulation
change project stronger changes in precipitation. In winter,
the scenarios with strong warming rate project an increase of
30 % by the end of the 21st century in combination with a
strong influence of circulation change and 11 % in combi-
nation with a weak impact. In summer, on the other hand,
the scenarios with strong warming project reductions of 17
and 4.5 %, respectively.

5.4.2 Precipitation Extremes

Similar to temperature, changes in the variability of precip-
itation at time scales of up to a season are more relevant in
terms of impact than changes in seasonal or annual precip-
itation. Examples are heavy rainfall at sub-daily or daily time
scales, wet spells of several days duration and extended dry
periods lasting from one to several weeks or months. On the
basis of daily time series of precipitation, Frich et al. (2002)
proposed five different indices describing climate extremes
related to precipitation in order to coordinate and standardise
the definition of such extremes. Zhang et al. (2011) extended
this list of extreme precipitation indices to 12, also revising
some of the definitions of Frich et al. (2002). These indices

often focus on relative thresholds that describe the tails of
the distribution rather than on physically-based thresholds.

Kovats et al. (2014b) reported on projected changes in the
fraction of the annual precipitation originating from extre-
mely wet days (exceeding the 99th percentile of daily pre-
cipitation; Zhang et al. 2011). Averaged over the Atlantic
region, this is projected to increase by 21 % (RCP4.5) to
43 % (RCP8.5) at the end of the 21st century (see
Table 5.5).

Jacob et al. (2014) considered projected change in pre-
cipitation on very wet days (exceeding the 95th percentile of
daily precipitation; Zhang et al. 2011), distinguishing
between seasons. At the end of the 21st century both the
RCP4.5 (Fig. 5.4) and RCP8.5 scenarios project significant
increases in the intensity of heavy precipitation events over
the entire North Sea region and in all seasons. For RCP4.5
the projected increases are typically 5–15 %, while for
RCP8.5 the increases are 15–25 % in all seasons except
summer. Jacob et al. (2014) also considered future change in
very long lasting droughts (defined as the 95th percentile of
the length of dry spells) and found no change in the North
Sea region for RCP4.5 and a very small increase of 1–2 days
in western Europe for RCP8.5.

The CMIP5 simulations have also been used to project
change in various precipitation-related extremes, with some
referred to in AR5 (Collins et al. 2013). For instance, Sill-
mann et al. (2013) presented global maps of future change in
very high daily precipitation, defined as the 95th percentile
of precipitation on wet days. They found pronounced
increases in the intensity of heavy precipitation events over
western, central and northern Europe at the end of the 21st
century for all RCP scenarios considered, with the smallest
increases (about 20 %) for RCP2.6 and the largest (40–
70 %) for RCP8.5. The magnitude of the relative changes in
the intensity of heavy precipitation events is considerably
greater than the corresponding changes in the average
intensity of daily precipitation on all wet days. In south-
western Europe, the intensity of heavy precipitation events is
projected to increase despite a projected decrease in average
intensity. Consistent with this, Scoccimarro et al. (2013)
projected a relatively strong increase in the fraction of pre-
cipitation originating from daily precipitation events in the
range between the 90th and 99th percentile in western,
central and northern Europe. In winter, the contributions of

Table 5.5 Projected change in precipitation-related variables and indices for the end of the 21st century (2071–2100 with respect to 1971–2000)
averaged over the Atlantic region for the RCP4.5 (eight RCM simulations) and RCP8.5 (nine RCM simulations) scenarios

RCP4.5 RCP8.5

Annual total precipitation (%) 1 (−1 to 6) 4 (1 to 7)

Annual total precipitation where daily precipitation exceeds the 99th percentile in 1971–2000 (%) 21 (13 to 44) 43 (32 to 68)

The data represent the median of the multi-model ensemble of changes and the likely range of these changes, defined to include 66 % of all
projected changes around the ensemble median. Adapted from Kovats et al. (2014b, their table SM23-3)
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the heavy daily precipitation events increase by more than
20 % in these areas of Europe, in summer the increases are
typically 10–20 % for RCP8.5. It is only in summer that the
intensity of heavy precipitation events increases in those
parts of western, central and northern Europe, where average
intensity decreases. In winter, the intensity of heavy daily
precipitation events and the average intensity both increase
in western, central and northern Europe.

Another way to depict the projected changes in heavy
daily precipitation events is in terms of the number of days
for which future daily precipitation exceeds a particular high
threshold for the reference period. Applying this approach to
an ensemble of RCM simulations, Wagner et al. (2013)
found that for more than 5 % of days, the amounts of daily
precipitation exceeded the 95th percentile for the reference
period in north-western Germany in the mid-21st century.
Instead of a variable threshold, another approach is to

consider a particular amount of daily precipitation. Sillmann
et al. (2013), for instance, analysed future change in the
number of days with at least 10 mm precipitation and pro-
jected an increase in western, central and northern Europe,
ranging from about two additional days (RCP2.6) to about
six additional days (RCP8.5) at the end of the 21st century.
In contrast to Sillmann et al. (2013), who based their anal-
ysis on data covering the entire year, KNMI (2014) distin-
guished between winter and summer and used different
thresholds for the two seasons, 10 mm in winter and 20 mm
in summer. In winter, KNMI (2014) found more days with at
least 10 mm precipitation in the Netherlands, with increases
of 14–24 % for the two scenarios with moderate future
warming and 30–60 % for the two scenarios with strong
future warming. For each of the two rates of future warming
the strongest increases are associated with a strong influence
of circulation change (i.e. a more predominantly westerly

Fig. 5.4 Projected seasonal change in heavy precipitation (%) based on the RCP4.5 scenario for the period 2071–2100 compared to 1971–2000.
Hatched areas indicate regions with robust and/or statistically significant change (Jacob et al. 2014)
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flow). In summer, however, the situation is different, with
more days with at least 20 mm precipitation for the two
scenarios with a weak influence of circulation change. In the
case of a strong influence of circulation change (i.e. a more
predominantly easterly flow), the increase in the number of
days with at least 20 mm precipitation is less pronounced in
some parts of the Netherlands and the number of such days
is even reduced in others.

Over the last couple of years, change in precipitation at
sub-daily time scales has also become the subject of scien-
tific study. Lenderink and van Meijgaard (2008), for
instance, investigated the potential future change in various
extremes of hourly and daily precipitation in central Europe
during summer in a scenario simulation with a
state-of-the-art RCM. As well as identifying much stronger
relative increases in hourly precipitation extremes (19–39 %
for different percentiles) than in daily precipitation extremes
(9–20 % for different percentiles) they found that the pro-
jected increases in hourly precipitation extremes exceeded
7 % per degree of warming, which would be expected
according to the Clausius-Clapeyron equation, that is, about
14 % per °C for the 99.9th percentile of hourly precipitation.
According to KNMI (2014) the summer maximum hourly
precipitation is projected to increase by 8–19 % for the two
moderate warming scenarios and by 19–45 % for the two
strong warming scenarios by the end of the 21st century. In
this case, the difference in the influence of circulation change
had little effect. The magnitude of the projected absolute
changes in extreme hourly precipitation typically simulated
by RCMs, however, is probably smaller than what can
actually be expected in the future. Kendon et al. (2014)
demonstrated that a numerical model operated at a spatial
resolution of 1.5 km, which is typical for numerical weather
prediction, gives much stronger changes in hourly precipi-
tation extremes during summer than a model operated at a
coarser resolution of 12 km. Nevertheless, the relative
increases in extreme hourly precipitation of 45 % for the
warm scenario combined with a strong impact of the cir-
culation change are of the same order of magnitude as the
relative increases projected over the southern part of the UK
by Kendon et al. (2014).

Kharin et al. (2013) depicted future changes in extreme
daily precipitation events on the basis of the CMIP5 simu-
lations by means of the 20-year return levels for annual
maximum daily precipitation. At the end of the 21st century
they found an increase in the 20-year return levels of about
10–20 % in the North Sea region for RCP8.5. This means
that the annual maximum daily precipitation amounts with a
return period of 20 years under present-day climate condi-
tions are likely to occur about every 10–14 years in the
future. Nikulin et al. (2011) analysed future changes in
20-year return levels for maximum daily precipitation in
winter and summer, when computing the 20-year return

levels combining six RCM simulations for Europe. In
summer they found changes in the 20-year return level in the
range 10–20 % in the North Sea region at the end of the 21st
century, and in winter values of 15–30 %. As a conse-
quence, waiting times for a 20-year event under present-day
climate conditions are notably more reduced in winter (about
8–12 years) than summer (about 12–16 years).

The projected intensification of heavy daily precipitation
in the North Sea region is accompanied by an increase in the
mean duration of periods with consecutive dry days.
According to Sillmann et al. (2013), the average length of
periods with consecutive dry days increases by 1–5 days for
the North Sea region under RCP8.5. For RCP4.5, however,
there is little change in the average length of periods with
consecutive dry days. This is consistent with the findings of
Wagner et al. (2013), who identified only very small changes
in the average length of periods with consecutive dry days
(in this case lasting more than five days) in northern Germany
for the mid-21st century under the SRES A1B scenario.

The SREX report (Seneviratne et al. 2012) identified with
high confidence very likely increases in both the intensity
and frequency of heavy daily precipitation events in northern
Europe, accompanied by increases in the fraction of the days
with precipitation, for which the daily precipitation exceeds
10 mm, north of 45°N in winter (Frei et al. 2006; Beniston
et al. 2007; Kendon et al. 2008). The report also identified a
likely increase in the 20-year return levels of daily precipi-
tation in northern Europe.

5.5 Cyclones and Winds

Anette Ganske, Gregor C. Leckebusch, Wilhelm May

5.5.1 Cyclones

Zappa et al. (2013) analysed future projections of the
occurrence of extratropical cyclones in the North Atlantic-
European sector on the basis of 19 CMIP5 model simulations
for both the RCP4.5 and RCP8.5 scenarios. In this study,
cyclones were identified and tracked using the objective
feature tracking algorithm developed by Hodges (1999).
During winter (December through February) the authors
identified a tri-polar pattern over Europe with an increase in
storm track density over the eastern North Atlantic centred
over the British Isles and the North Sea and decreases centred
around Iceland and over the Mediterranean Sea (Fig. 5.5).
These changes indicate an extension of the Atlantic storm
track to the northeast in combination with a narrowing of the
storm track over western Europe. These results are in line
with the corresponding changes in storm track density on the
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basis of the CMIP3 simulations (Ulbrich et al. 2008). The
RCP8.5 scenario gives increases in the range 0.6–1.2
cyclones per month in winter at the end of the 21st century
over the British Isles, the North Sea and Denmark and only
small changes over western Europe. For the RCP4.5 scenario
the corresponding changes range between 0.3 and 0.9
cyclones per month. Considering only intense cyclones with
pressures below 980 hPa during their lifetimes, Mizuta
(2012) found increases of about 0.1 cyclones per month
centred over the British Isles for the RCP4.5 scenario on the
basis of 11 CMIP5 model simulations. During summer (June
through August), on the other hand, Zappa et al. (2013) found
an increase in storm track intensity centred between Iceland
and southern Greenland and a decrease centred west of the
British Isles extending further into the North Sea region
(Fig. 5.5). This decrease indicates a marked reduction in the
number of cyclones at the southern flank of the storm track over
western Europe. For the RCP8.5 scenario the number of
cyclones in summer is projected to decrease by 0.6–1.5 cyclones
per month over the North Sea and by 0.6–0.9 cyclones per
month over western and northern Europe. The RCP4.5 scenario
gives increases in the range 0.3–0.6 cyclones per month over the
North Sea and about 0.3 cyclones per month over western
Europe.

Harvey et al. (2012) assessed the magnitude of projected
changes in the Atlantic storm track for both the CMIP3
(SRES A1B scenario) and CMIP5 (RCP4.5 scenario) sim-
ulations relative to its typical interannual variations. The
storm track was defined via band-pass filtered (2–6 days)
variations in the daily surface pressure fields. The authors
found that the multi-model ensemble changes in the Atlantic
storm track in winter largely agree between the CMIP3 and
CMIP5 simulations, when scaling with the respective
changes in global mean temperature. The changes simulated
by individual models, however, typically have a magnitude
similar to the variability at decadal time scales and are
locally as strong as the interannual variability. In some parts
of the North Atlantic, up to 40 % of the climate models
considered were characterised by a positive change in storm
track density, exceeding half the magnitude of the interan-
nual variability. With respect to the projected changes in
cyclone track density, Ulbrich et al. (2013) noted that part of
the uncertainty regarding regional trends in cyclone activity
can be related to the choice of a particular method for
identification and tracking of cyclones. While different
methodologies gave consistent results for intense cyclones,
i.e., an increase in the number of cyclones over western
Europe in winter, they led to opposing results for weak
cyclones with either an increase or decrease in the number of
cyclones. According to Chang et al. (2012), the overall
tendency of a poleward shift of the Atlantic storm track
under future climate conditions is accompanied by an
upward extension of the storm track into the upper tropo-
sphere and lower stratosphere under the projected global
warming, again consistent for the CMIP3 and the CMIP5
simulations.

In a recent review on storminess over the North Atlantic
and north-western Europe, Feser et al. (2015) summarised
projected changes in both storm frequency and storm
intensity on the basis of numerous recent studies that
assessed potential future change in these two aspects of
storms on the basis of climate scenario simulations with
different kinds of models. For the North Sea region, the
review considered results from 16 studies published between
1997 and 2013 based on GCMs (either coupled to an ocean
model or atmosphere-only) and RCMs with different sce-
narios for anthropogenic greenhouse gas forcing prescribed.
Most of these studies (9 out of 11) showed a future increase
in storm frequency, while two found a decrease. Likewise,
10 out of 11 studies showed a future increase in storm
intensity; no trend was found in the remaining study. The
same trends were also identified over the North Atlantic
south of about 60°N, while over northern and central Europe
about the same number of studies projected either increases
or decreases in storm frequency.

Fig. 5.5 Projected change in mean track density for winter (December
through February, DJF; upper panel) and summer (June through
August, JJA; lower panel) based on the RCP8.5 scenario from 19
CMIP5 simulations. Units are number of cyclones per month per unit
area. Only responses statistically significant at the 5 % level are shown
(Zappa et al. 2013)

5 Projected Change—Atmosphere 163



5.5.2 Mean Wind Speeds

The mean winds near the surface (at 10 m height) in the
North Sea region are characterised by a clear gradient
between the North Sea and the adjacent land areas with
considerably higher wind speeds over the ocean than over
land, particularly during winter (e.g. Kjellström et al. 2011).

In contrast to other meteorological variables such as
precipitation and temperature, very few studies have asses-
sed potential future changes in near-surface winds in
response to anthropogenic climate forcing on the basis of
scenario simulations originating from GCMs. McInnes et al.
(2011) analysed future changes in mean wind speeds at 10 m
at a global scale on the basis of the CMIP3 simulations based
on the SRES A1B scenario and found an increase in mean
wind speeds over both the North Sea and the adjacent land
areas in winter at the end of the 21st century, while in
summer a notable increase was found over the North Sea
only. On an annual basis, mean wind speeds are projected to
increase over the entire North Sea region; with the projected
changes in mean wind speed typically exceeding 10 %.
Despite an overall tendency of increasing mean wind speed
in the North Sea region, McInnes et al. (2011) identified
marked variations between individual models regarding the
sign of the change, particularly in the southern North Sea
region. In a recent study, Sterl et al. (2015) analysed pro-
jected change in annual mean wind speeds at 10 m over the
southern North Sea region for the RCP4.5 and RCP8.5
scenarios using one GCM. In contrast to the overall tendency
obtained from the CMIP3 simulations, Sterl et al. (2015)
found decreases in annual mean wind speed over the entire
region, with little difference between the two scenarios.

More studies exist in which potential future changes in
near-surface winds in response to anthropogenic climate
forcing for selected regions or continents have been assessed
on the basis of scenario simulations with RCMs. The finer
spatial resolution not only adds regional detail to the simu-
lations, which is important when looking at the North Sea
region, but also affects the magnitude of the projected
changes, particularly regarding extreme wind speeds (Win-
terfeldt and Weisse 2009). This is especially the case when
RCMs are applied at very high horizontal resolution. Pryor
et al. (2012) showed, for instance, that for the RCA3 RCM
an increase in horizontal resolution from 50 to 6.25 km leads
to an overall increase in simulated mean near-surface wind
speed of 5 % averaged over southern Scandinavia, while the
50-year return level of wind speeds and wind gusts increases
by over 10 and 24 %, respectively.

Kjellström et al. (2011) analysed potential future change
in mean wind speed on the basis of an ensemble of simula-
tions with the RCA3 RCM driven by six different GCMs for
the SRES A1B scenario. These projections are characterised

by a small (up to 0.25 ms−1) increase in mean wind speed in
the North Sea region in winter but a decrease over land areas
and a small increase over the southern part of the North Sea.
In particular in winter, the regional distributions of the pro-
jected changes vary considerably, both in sign and in strength
between the RCA simulations driven by different GCMs. In a
similar type of study based on an ensemble of climate pro-
jections with the HIRHAM RCM driven by three different
GCMs for either the SRES B2 or the SRES A1B scenario,
Debernard and Røed (2008) found increases in annual mean
wind speed in the North Sea region, reaching up to 2 % over
ocean areas.

5.5.3 Wind Extremes

For extremes of near-surface winds, defined via the 99th
percentile of daily mean wind speed, the CMIP3 simulations
show an overall slight increase (up to 5 %) in the North Sea
region during winter and an overall slight decrease (up to
5 %) during summer (McInnes et al. 2011). In this, the
projected changes in extreme wind speed are markedly less
pronounced than the corresponding changes in mean wind
speed when normalised with the climatological values for
present-day climate conditions. De Winter et al. (2013)
analysed projected changes in annual maximum near-surface
wind speed based on scenario simulations with 12 GCMs
from CMIP5 for both the RCP4.5 and RCP8.5 scenarios. In
contrast to McInnes et al. (2011), they analysed the scenarios
from each GCM separately instead of the multi-model
ensemble mean. The different GCMs simulated very differ-
ent changes in the North Sea region, with some models
giving either increases or decreases in the intensity of wind
extremes over most of the North Sea region and others
giving increases over the northern part of the North Sea
region and decreases in the southern part. For the RCP8.5
scenario the projected changes typically vary in the range
−1.5 to 1.5 ms−1. The individual GCMs simulate not only
very different future changes in the intensity of extreme
winds, but also very different distributions of the intensity of
extreme winds, both with regard to the location of the peak
and with regard to the width of the respective probability
density functions aggregated over the North Sea.

Donat et al. (2011) presented the projected changes in the
intensity of wind extremes (defined via the 98th percentile of
daily maximum wind speed) for six different GCMs from
CMIP3 for the SRES A1B scenario individually, finding
very different changes in the intensity of extreme winds in
the North Sea region. The multi-model ensemble mean
showed intensified extreme winds in the range 0.25–
0.75 ms−1 in the North Sea region at the end of the 21st
century. Donat et al. (2011) also considered a number of
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scenario simulations with different RCMs driven by these
GCMs, which were part of the ENSEMBLES project (Van
der Linden and Mitchell 2009). They found that dynamical
downscaling contributed to the uncertainty of the projected
changes, as RCMs driven with identical large-scale bound-
ary conditions simulated quite different changes in the
intensity of wind extremes.

Nikulin et al. (2011), on the other hand, considered six
different scenario simulations with one particular RCM
(RCA3) driven by global scenario simulations with six dif-
ferent GCMs for the SRES A1B scenario. Consistent with
the studies above, Nikulin et al. (2011) also found very
different changes in the 20-year return levels of daily max-
imum wind speeds in the North Sea region at the end of the
21st century for the individual RCM simulations. The
multi-model ensemble means were characterised by a gen-
eral tendency of more intense wind extremes in the North
Sea region. Similarly, Gaslikova et al. (2013) analysed four
different scenario simulations with the CCLM RCM driven
by four different global scenario simulations with one par-
ticular GCM (two realisations of both the SRES B1 and the
SRES A1B scenarios). The projected changes in the inten-
sity of extreme winds (defined as the 99th percentile of
annual maximum daily wind speeds) over the North Sea
were also found to vary considerably between the four
scenarios. This was particularly the case for the scenarios
driven by the two realisations of the global simulations,
where one realisation gave weaker wind extremes over the
northern part of the North Sea. The A1B scenario resulted in
notably stronger increases in the intensity of extreme winds
than the B1 scenario. The multi-model ensemble means are

characterised by more intense wind extremes to the south of
58°N, ranging between 0.2 and 0.4 ms−1 over most of the
area at the end of the 21st century.

The differences between the two realisations over the
North Sea are also revealed in the time series of the change
in the intensity of wind extremes at different locations in the
North Sea for the four different scenario simulations
(Fig. 5.6). At the central North Sea location two of the
realisations (A1B_2 and B1_2) simulated weaker wind
extremes during the entire 21st century, while at the two
locations in the German Bight this tendency is only apparent
during the first half of the 21st century. The other two
realisations (A1B_1 and B1_1), on the other hand, simulated
stronger wind extremes during the course of the 21st cen-
tury. The time series also illustrate the marked internal
variability at multi-decadal time scales, making it difficult to
identify systematic differences between the SRES A1B and
B1 scenario simulations at these locations. For individual
30-year periods, however, marked differences between the
A1B and B1 scenarios can occur, i.e., the two realisations
A1B_1 and B1_1 at the end of the 21st century.

5.5.4 Wind Direction

McInnes et al. (2011) analysed projected changes in the
direction of the mean winds at a global scale on the basis of
the CMIP3 simulations. For the North Sea region, they
found very small changes in mean wind direction in winter
but in summer anticlockwise changes across the entire
region, exceeding 15° in the southern areas. The

Fig. 5.6 Changes in 30-year running means with respect to 1961–
1990 for four different RCM scenario simulations for the annual 99th
percentile wind speeds (upper row) and (lower row) the annual
frequencies of strong (≥17.2 ms−1) westerly winds (165–345°; solid

lines) and strong easterly winds (345–165°; dashed lines) at a site in the
central North Sea (L1) and two sites in the German Bight (L2 and L3)
(adapted from Gaslikova et al. 2013, their Fig. 8)
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anticlockwise changes in mean wind direction in the
southern North Sea region are consistent between most of
the scenario simulations considered.

De Winter et al. (2013), on the other hand, analysed
projected changes in the direction of strong winds over the
North Sea on the basis of 12 GCMs contributing to CMIP5
for both the RCP4.5 and RCP8.5 scenarios. Strong winds
were defined as the annual maxima of daily mean wind
speeds and two areas were distinguished, one in the northern
part of the North Sea and the other in the southern part. The
authors found a common tendency towards less frequent
strong winds from south-eastern directions and more fre-
quent strong winds from south-western and western direc-
tions in the latter half of the 21st century in both regions for
both scenarios. However, it should be noted that due to the
rarity of strong wind events the wind direction statistics are
characterised by a high degree of variability, which affects
the robustness of the projected changes. These changes in
the predominant wind directions are consistent with the
findings of Donat et al. (2010), who considered storm days
(based on daily maximum wind speeds) over western Europe
on the basis of six GCMs contributing to CMIP3 for the
SRES A1B scenario, and by Sterl et al. (2009) on the basis
of a multi-member ensemble of scenario simulations for the
SRES A1B scenario with one particular GCM. The projected
changes from south-easterly to more south-westerly and
westerly winds could indicate a poleward shift in the storm
track, because in the North Sea region a storm following a
northern track is associated with predominantly westerly
winds, while a storm following a more southern track mainly
produces south-easterly winds. Both the CMIP3 and CMIP5
simulations are characterised by corresponding changes in
the storm track in the North Sea region (e.g. Harvey et al.
2012; Zappa et al. 2013).

Gaslikova et al. (2013) used an ensemble of four different
scenario simulations with the CCLM RCM driven by four
different global scenario simulations with one particular
GCM (two realisations of both the SRES B1 and SRES A1B
scenarios) to analyse projected changes in the direction of
wind speeds of at least 17.2 ms−1 (corresponding to 8 Bft) at
several locations in the North Sea region. They found a
general tendency of more frequent strong westerly winds and
of less frequent easterly winds in the central North Sea as
well as in the German Bight in the course of the 21st century
(Fig. 5.6). The decreases in the frequency of strong easterly
winds are more pronounced in the German Bight than in the
central North Sea, while increases in the frequency of strong
westerly winds are similar at all locations. The time series of
the projected changes for the four scenario simulations
reveal both strong temporal variability at multi-decadal time
scales and notable differences between the individual sce-
nario simulations, illustrating the important role of internal

variability for regional assessments of future change in the
characteristics of storms.

5.6 Radiation and Clouds

Burkhardt Rockel, Wilhelm May

Few recent publications describe projected changes in radi-
ation and clouds. Also, the RCMs and GCMs used to derive
these projections, the emission scenarios used in the pro-
jections, and the time periods analysed are quite diverse. The
projected changes are presented separately for solar and
terrestrial radiation as well as for cloud cover, with simi-
larities between these changes highlighted. The numbers
presented in this section are typically estimated from the
geographical distributions that cover a much larger area than
the North Sea region, such as the globe or the entire Euro-
pean continent.

5.6.1 Solar Radiation

For annual mean net downward solar radiation at the surface,
all studies show a distinct pattern with a decrease in the
northern North Sea region and an increase in the south. This
tendency is found regardless of which climate model or sce-
nario is used or which time period is considered and so can be
considered a robust result. The magnitude of the projected
changes in the two areas varies between studies, however.

With increasing numbers of climate scenario simulations
available from different coupled climate models, estimates
based on a multi-model ensemble are often taken into
account. Henschel (2013), for instance, considered results
from 39 GCMs from CMIP5 for the RCP8.5 scenario and
found a median decrease of about 0.1 Wm−2 per year for the
southern part of the North Sea region for the multi-model
ensemble, corresponding to a decrease of about 4 Wm−2 by
the middle of the 21st century. In contrast, Henschel (2013)
did not find any significant trend for the northern North Sea
region (north of about 58°N) until the middle of the 21st
century and so did not give any estimate of the change at that
point in time.

Trenberth and Fasullo (2009) and Zhou et al. (2009) both
considered results from multi-model climate simulations for
the SRES A1B scenario to assess projected change until the
end of the 21st century. However, the two studies considered
different time periods and different parts of the atmosphere.
Trenberth and Fasullo (2009) analysed projected change in
annual mean net solar radiation at the top of the atmosphere
and found an increase in absorbed solar radiation of up to
6 Wm−2 in the southern North Sea region and a decrease of
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up to 1.5 Wm−2 in the northern region in the period 2000–
2100. Zhou et al. (2009) analysed solar radiation at the
surface and found an increase in net surface solar radiation
of up to 4 Wm−2 in the southern North Sea region and a
decrease of up to 6 Wm−2 in the north for 2080–2099 rel-
ative to 1900–1919.

Ruosteenoja and Räisänen (2013) analysed projected
changes in solar radiation from the CMIP3 multi-model
ensemble for the SRES A1B scenario by the end of the 21st
century, distinguishing between seasons. In their supple-
mental material, Ruosteenoja and Räisänen (2013) also
presented changes by the end of the 21st century for the
SRES A2 and B1 scenarios as well as changes by the middle
of the 21st century (2020–2049) for the SRES A1B scenario.
In contrast to the previously mentioned studies, Ruosteenoja
and Räisänen (2013) presented changes relative to the
present-day climate (1971–2000) rather than absolute
changes. According to their estimates, a relative reduction of
15 % at about 60°N corresponds to a decrease of less than
3 Wm−2. According to their results, the pattern of projected
changes at the middle of the 21st century varies little with
season except for winter with a decrease in solar radiation
over almost the entire North Sea region and a strongest
decrease of about 5 %. During summer, on the other hand,
solar radiation is increased almost everywhere, with a
strongest increase of about 2.5 %. The variations between

season are more pronounced at the end of the 21st century
than for the mid-century. During both summer and autumn
the characteristic north-south structure is evident with a
decrease in solar radiation in the northern part (about 5 %) of
the North Sea region and an increase in the south (about
10 %; Fig. 5.7). During winter, on the other hand, solar
radiation is reduced across the entire North Sea region,
particularly in the eastern part with reductions of about
10 %, and over 15 % in the north-eastern part. Consistent
with this seasonal variation in the projected changes in solar
radiation, KNMI (2014) reported pronounced increases in
solar radiation in the Netherlands during summer, of 5.5–
9.5 % at the end of the 21st century for the scenarios with a
strong influence of circulation change (i.e. scenarios with
more frequent high-pressure systems). The projected chan-
ges in annual mean solar radiation in the Netherlands are
small, ranging from −0.8 to 1.4 % for the different scenarios.

Ruosteenoja and Räisänen (2013) found very similar
changes for the SRES A2 scenario, for which in contrast to
the A1B scenario forcing by anthropogenic sulphate aerosol
is not reduced during the latter half of the 21st century, while
the water vapour content of the atmosphere is further
enhanced due to the stronger global warming. This led the
authors to conclude that the projected changes in solar
radiation are mainly caused by changes in meteorological
conditions, principally changes in cloudiness.

Fig. 5.7 Seasonal change in incident solar radiation (%) from 1971–
2000 to 2070–2099 under the SRES A1B scenario as an average of 18
GCMs: a summer, b autumn, c winter, and d spring. Areas where more
than 85 % of the models (at least 16 of 18 GCMs) agree on the sign of

the change are hatched. The contour interval is 5 Wm−2; negative
changes are marked by warm colours (yellow, orange and red) and
positive changes by cold colours (green, blue and purple) (Ruosteenoja
and Räisänen 2013)
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5.6.2 Terrestrial Radiation

Compared to solar radiation there are even fewer studies
assessing projected changes in terrestrial radiation. This
could be considered surprising, since terrestrial radiation
plays an important role in the greenhouse effect. Zhou et al.
(2009) found, for instance, an increase in annual mean ter-
restrial radiation across the entire North Sea region, with the
increase ranging from 14 Wm−2 in the western part to
21 Wm−2 in the eastern part by the end of the 21st century.
Wild et al. (1997) found a similar pattern with increases of
5–10 Wm−2. Trenberth and Fasullo (2009), who in contrast
to other studies considered changes in radiation at the top of
the atmosphere, found a decrease in annual mean outgoing
terrestrial radiation of about 1.5 Wm−2 over the North Sea
and about 3 Wm−2 over adjacent land areas.

5.6.3 Cloud Cover

Consistent with the projected changes in annual mean net
solar radiation at the surface, the aforementioned studies
show a distinct pattern with a projected increase in cloud
cover over the northern part of the North Sea region and a
decrease over the southern part. This can be taken as a robust
result, given the different climate models, scenarios and time
periods considered. Nevertheless, the magnitude of the
projected changes in these two areas does vary between
studies. This finding is also supported by the recent RCP
scenario simulations. As shown by Collins et al. (2013), both
the RCP4.5 and RCP8.5 scenarios give a decrease in the
annual mean cloud cover fraction, of up to 5 % in the
southern part of the North Sea region by the end of the 21st
century for RCP8.5. Moreover, the projected changes are
generally weaker (and less significant) over the North Sea
itself than over the adjacent land areas.

Zhou et al. (2009) and Trenberth and Fasullo (2009)
found a less pronounced effect on cloud cover in the
northern part of the North Sea region than in the south. They
found a slight increase of up to 0.5 and 0.75 %, respectively,
in the northern part, and a considerably stronger decrease of
up to 3 % in the southern part. Wild et al. (1997) and
Henschel (2013), on the other hand, found a similar amount
of change in both areas; about a 2 % increase (decrease) in
cloud cover over the northern (southern) part of the North
Sea region by the mid-21st century. As these changes are the
median from 39 GCMs for the RCP8.5 scenario, these
estimates may be considered robust, with two-thirds of the
climate models agreeing on a reduction in cloud cover over
the southern part of the North Sea region. Consistent with
the projected changes in solar radiation, Henschel (2013) did
not find any significant trends in cloud cover north of 58°N.

A study by Räisänen et al. (2003) permits a closer look at
the North Sea region, as it is based on a set of regional
climate simulations for Europe with the RCAO RCM, with
lateral boundary conditions originating from two different
GCMs for both the SRES A2 and B2 scenarios. By the end
of the 21st century they found an increase in annual mean
cloud cover of up to 8 % in the northern part of the North
Sea region and a decrease of up to 8 % in the southern
part. The projected changes in cloud cover are particularly
strong during summer, with a typical reduction of 12–20 %
in the southern part of the North Sea region, depending on
the driving GCM and the scenario used. In the northern part,
on the other hand, cloud cover typically increases by 4–
12 %. In this, the projected future changes during summer
are considerably stronger than during winter. Furthermore,
the general structure of the patterns of projected change
varies little between the different simulations in summer,
emphasising the robustness of these projections. In winter,
on the other hand, the patterns of simulated changes in cloud
cover are strongly affected by the choice of driving GCM.
While the simulations driven by HadAM2H project an
increase in cloud cover over all land areas with the exception
of the British Isles, the simulations driven by
ECHAM4/OPYC project a slight decrease in most of this
area. The only exception is the respective simulation for the
SRES B2 scenario with enhanced cloud cover over western
Europe. According to these results, the projected changes in
cloud cover during winter are not as robust as those during
summer, presumably owing to the greater uncertainty in the
projected changes in the large-scale circulation over Europe
due to natural climate variability.

5.6.4 Summary

Considering all the results reported here, a line of zero
change can be roughly drawn from the Firth of Forth to the
Skagerrak with a tendency for net solar radiation to decrease
(increase) in the region to the north (south) of this line.
Consistent with this the same zero-line separates areas with
an increase (decrease) in cloud cover in the northern
(southern) part of the region.

As mentioned in the introductory paragraph, the actual
numbers given here for the North Sea region have been
estimated from the corresponding geographical part pre-
sented in the respective studies, with most of them covering
the entire globe. A study on the projected changes in radi-
ation and clouds focusing on the North Sea region is still
missing. With the multi-model ensemble of regional climate
simulations for Europe, which have become available
through CORDEX (Jacob et al. 2014), such a study might be
undertaken in the future. Ruosteenoja and Räisänen (2013)
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took a first step in this direction by considering the changes
of the solar radiation for northern and southern Europe
separately. Given the importance of the projected changes in
cloud cover in the North Sea region, further investigations
on the changes in specific cloud properties, i.e. the vertical
distribution with low-, mid and high-level clouds or the
phase of the clouds (liquid and ice), might help to under-
stand the physical mechanisms behind the projected
changes.

5.7 Conclusions

Wilhelm May

The climate projections considered in this chapter reveal
changes in the state of the atmosphere in the North Sea
region, both in the free atmosphere and near the surface. The
changes mostly concern conditions at the end of the 21st
century (with the end of the 20th century or the turn of the
20th and the 21st centuries as the baseline), although some
relate to the mid-21st century. They comprise:

• Amplification and an eastward shift in the pattern of
NAO variability in autumn and winter.

• Changes in the storm track with increased cyclone den-
sity over western Europe in winter and reduced cyclone
density on the southern flank in summer.

• More frequent strong winds from westerly directions and
less frequent strong winds from south-easterly directions.

• A marked mean warming of 1.7–3.2 °C for different
scenarios, with stronger warming in winter than in
summer and relatively strong warming over southern
Norway.

• Intensified extremes related to daily maximum tempera-
ture and reduced extremes related to daily minimum
temperature, both in terms of strength and frequency.

• An increase in mean precipitation during the cold season
and a reduction during the warm season.

• A pronounced increase in the intensity of heavy daily
precipitation events, particularly in winter.

• A considerable increase in the intensity of extreme
hourly precipitation in summer.

• An increase (decrease) in cloud cover in the northern
(southern) part of the North Sea region, resulting in a
decrease (increase) in net solar radiation at the surface.

It should be noted that the uncertainty ranges of the future
changes projected by the climate scenarios vary between the
different meteorological variables. The uncertainty range is
particularly large for the projected changes in wind speed and
in wind direction, both for mean winds and for wind extremes.
Hence, the projected changes in wind characteristics are

typically within the range of natural variability and can even
have opposite signs for different scenarios either simulated by
different climate models or for different future periods.

The projected changes in future climate presented here for
the North Sea region have typically been extracted from
geographical distributions for either the entire globe, when
scenario simulations with GCMs are considered, or for
Europe, when scenario simulations with RCMs are used. In
some of the respective studies, however, different parts of
Europe were considered separately, typically distinguishing
between northern and southern Europe. With the
multi-model ensemble of regional climate simulations for
Europe, which have become available through CORDEX
(Jacob et al. 2014), such studies with a special focus on the
North Sea region could become available in the near future.
The studies considered here vary widely in the choice of
underlying scenarios for anthropogenic climate forcing,
namely the different SRES scenarios and RCP scenarios.
There is, however, a tendency to focus on the SRES A1B
scenario in previous studies and the RCP4.5 and RCP8.5
scenarios, respectively, in the most recent studies. Also, the
studies vary considerably in the time periods chosen, both
for the present-day and future climate conditions, which can
make it difficult to directly compare the magnitude of cor-
responding projected changes between studies. In particular,
some studies focus on projections to the middle of the 21st
century instead of the end of the 21st century, while some
consider projections for both periods. This chapter mostly
reports on changes projected at the end of the 21st century.
This is mainly because for most of the forcing scenarios the
projected changes are stronger at the end of the century,
which means there is a higher probability of the projected
regional changes exceeding the range of internal variability
at that point. Moreover, the differences between RCP sce-
narios, in particular between the RCP2.6 and RCP4.5 sce-
narios, develop during the latter half of the century.

Several factors contribute to the uncertainties in the
projected changes, that is, the uncertainty in the climate
forcing due to different scenarios, the model uncertainty
associated with different climate models, and the uncertainty
due to the natural variability of the climate system. By
coordinating the simulation of future climate scenarios by
different research groups in initiatives such as CMIP3,
CMIP5 or CORDEX or in the ENSEMBLES project, the
importance of some of these sources of uncertainty can be
quantified, ultimately leading to estimates of the likelihood
at which certain climatic changes can be expected to occur.
With the increase in computer power, climate models have
been improved in several respects. In particular, components
such as vegetation and marine biogeochemical cycles have
been added to coupled climate models leading to the
development of earth system models (ESMs) and the hori-
zontal and vertical resolutions of both global and regional
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climate models have been improved, allowing better repre-
sentation of certain processes in these models. Furthermore,
the ongoing development of regionally coupled model sys-
tems with an RCM interactively coupled to an ocean model
could improve the presentation of climate processes over the
North Sea and, hence, the quality of climate simulations for
the North Sea region.
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6Projected Change—North Sea
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Andreas Sterl and Sarah Wakelin

Abstract
Increasing numbers of regional climate change scenario assessments have become available
for the North Sea. A critical review of the regional studies has helped identify robust
changes, challenges, uncertainties and specific recommendations for future research.
Coherent findings from the climate change impact studies reviewed in this chapter include
overall increases in sea level and ocean temperature, a freshening of the North Sea, an
increase in ocean acidification and a decrease in primary production. However, findings
from multi-model ensembles show the amplitude and spatial pattern of the projected
changes in sea level, temperature, salinity and primary production are not consistent among
the various regional projections and remain uncertain. Different approaches are used to
downscale global climate change impacts, each with advantages and disadvantages.
Regardless of the downscaling method employed, the regional studies are ultimately
affected by the forcing global climate models. Projecting regional climate change impacts
on biogeochemistry and primary production is currently limited by a lack of consistent
downscaling approaches for marine and terrestrial impacts. Substantial natural variability in
the North Sea region from annual to multi-decadal time scales is a particular challenge for
projecting regional climate change impacts. Natural variability dominates long-term trends
in wind fields and strongly wind-influenced characteristics like local sea level, storm
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surges, surface waves, circulation and local transport pattern. Multi-decadal variations bias
changes projected for 20- or 30-year time slices. Disentangling natural variations and
regional climate change impacts is a remaining challenge for the North Sea and reliable
predictions concerning strongly wind-influenced characteristics are impossible.

6.1 Introduction

This chapter addresses projected future changes in the North
Sea marine system focussing on three major aspects, namely
changes in sea level, changes in hydrography and circula-
tion, and changes in lower trophic level dynamics, biogeo-
chemistry and ocean acidification. Future changes in the
North Sea marine system will be driven by a combination of
changes induced by the globally forced oceanic boundary
conditions and by regional atmospheric and terrestrial
changes. Regional changes in sea level are forced by chan-
ges in ocean water mass, spatial changes in the Earth’s
gravitational field, geological changes, changes in thermal
and haline characteristics and the corresponding volume
changes, and by the redistribution of water masses. Only the
final two are accounted for directly or can be derived from
General Circulation Models (GCMs, global climate models
that are based on models for atmospheric and oceanic cir-
culation). The first three contributions, which could have
substantial impacts on regional sea level, must be estimated
by a combination of expert judgement and additional
methods and complementary models. In some cases, infor-
mation from GCMs also plays a role and helps to ensure the
development of an internally consistent scenario.

Current GCMs and ESMs (Earth System Models, here
used for global models) typically simulate changes in climate
at a resolution of 100 km or more, and thus often fail to
deliver reliable information on regional-scale circulation such
as for the North Sea (e.g. Ådlandsvik and Bentsen 2007).
Moreover, GCMs and ESMs are not optimised for shelf sea
hydrodynamics and biogeochemistry, and some key pro-
cesses relevant to North Sea dynamics, such as tides and
physical and biogeochemical coupling at the sediment-water
interface, are typically neglected. A systematic climate
change assessment for the North Sea using GCM and ESM
model data is therefore not available, except for climate
change impacts on sea level (see Sect. 6.2). Detailed and
spatially resolved studies of climate impacts on the North Sea
system typically use dynamic downscaling approaches
employing regional dynamic models. In a study of water
level extremes, such as through storm surges, it is usually
possible to make use of computationally inexpensive
2-dimensional barotropic models for water levels. A simpli-
fied approach is also possible for sea surface waves and a
model of the generation and dissipation of wave energy is
typically employed. However, for a detailed and spatially

resolved investigation of regional climate change impacts on
physical and biogeochemical variables a more complex and
computationally expensive approach is needed. This
requires high resolution 3-dimensional coupled physical-
biogeochemical models with appropriate atmospheric forcing
(i.e. air-sea fluxes of momentum, energy and matter,
including the atmospheric deposition of nitrogen and car-
bon), terrestrial forcing (volume, carbon and nutrient flows
from the catchment area) and data at North Atlantic and
Baltic Sea lateral boundaries. The far-field oceanic changes in
hydrography and circulation are almost exclusively projected
using GCMs and their results from boundary conditions for
regional North Sea studies. Oceanic boundary conditions
from ESMs are used to project local changes in North Sea
biogeochemistry. Dynamically consistent climate change
scenarios for terrestrial drivers are still lacking, both at global
and regional scales. Therefore, regional studies typically use
a combination of forcing GCMs and ESMs, regional down-
scaling and impact models (see Annexes 2 and 3 for a general
review of methods), and expert judgement based on available
evidence for future impact scenarios for freshwater and
nutrient fluxes from terrestrial sources. These regional studies
typically employ a wide range of different methods to correct
the regional bias in forcing GCMs or ESMs, which are
necessary to ensure a correct seasonality and coupling of
local ecosystem dynamics.

In recent years, a range of regional scenarios have been
published for the North Sea, addressing changes in sea level,
hydrodynamics, productivity and biogeochemistry. The
methods applied and processes considered vary greatly from
study to study and could substantially affect the changes
projected. Therefore, a classification of the most important
methodological aspects used within the different subsections
is provided and the projected impacts are discussed in
relation to the study configuration where necessary.

6.2 Sea Level, Storm Surges
and Surface Waves

The Intergovernmental Panel on Climate Change (IPCC)
concluded in its fifth assessment (AR5; IPCC 2013) that it is
very likely that the mean rate of global averaged sea-level
rise (SLR) was 1.7 mm year−1 between 1901 and 2010, and
3.2 mm year−1 between 1993 and 2010, with tide-gauge and
satellite altimeter data consistent regarding the higher rate
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during the more recent period. While there has been a sta-
tistically significant acceleration in SLR since the start of the
20th century of around 0.009 mm year−2 (Church and White
2011), rates similar to that of the 1993–2010 period have
been observed previously, for instance between 1920 and
1950. In the North Sea, rates of SLR for the 20th century of
around 1.5 mm year−1 have been estimated (Wahl et al.
2013). Significant future changes in sea level around the
world’s coastline are expected over the next century and
beyond (IPCC 2013). As a global average, and depending on
the choice of future greenhouse gas emission scenarios, SLR
to 2081–2100 relative to the 1986–2005 baseline period
ranges from 0.26 to 0.82 m. Numerous studies (e.g. Bosello
et al. 2012; Hinkel et al. 2013) have highlighted the potential
impacts in terms of flooding and loss of coastal wetlands,
and the potential damage and adaptation costs. This section
reviews recent findings on global and European sea-level
changes, including the behaviour of storm surges, tides and
waves.

6.2.1 Time-Mean Sea Level Change

This sections addresses changes in the time-average sea
level, leaving changes in rapidly varying components such
as storm surge, tides and sea surface waves to later sections.
The current view based on observations from the recent past
and future projections by coupled GCMs is a long-term trend
of rising sea level with natural variations superimposed on
this general trend on a range of time scales and due to a
number of physical drivers including atmospheric pressure
and wind, and large-scale steric variations (Dangendorf et al.
2014). This variability obscures the detection of regional
climate trends (Haigh et al. 2014) both in observations and
scenario simulations.

Variations in the time-average sea level can be driven by
a number of processes. First, changes in density due to
changing temperature and salinity are important for the sea
level on a global and regional basis. Thermal expansion
occurs as extra heat is added to the water column. Salinity
changes in the water column are also important in some
regions. In terms of the global average the thermal expansion
effect dominates over the salinity effect on sea level. How-
ever, both can be important regionally (Lowe and Gregory
2006; Pardaens et al. 2011a). The other major process
driving change in time-average sea level is change in total
ocean water mass. Over the next century there is likely to be
a transfer of water into the ocean from storage on land in
mountain glaciers and the Greenland Ice Sheet, and possibly
the West Antarctic Ice Sheet. Smaller contributions to sea
level change may come from other terrestrial stores, both
natural aquifers and man-made reservoirs—although this

input is not expected to exceed the contribution from melting
land ice. Geological changes, such as changes in the size of
ocean basins can also alter global sea level.

Variations in the spatial distribution of sea level are
affected by several factors. From an oceanography perspec-
tive, changes in the density structure of the ocean and
changes in circulation are likely to be associated with chan-
ges in the pattern of sea surface height as the ocean seeks to
attain a new dynamic balance (e.g. Gregory et al. 2001; Lowe
and Gregory 2006; Landerer et al. 2007; Bouttes et al. 2012).
From the perspective of geology and solid earth physics,
there are also spatial components associated with change in
the Earth’s gravity field as water moves from storage in land
ice into the ocean and movement of the solid Earth as the
mass loading on both the land and ocean basins change (e.g.
Milne and Mitrovica 1998; Mitrovica et al. 2001). The local
and regional deviations from the global mean change can act
in both positive and negative directions—in some cases
adding to the global mean change and in others offsetting it.
Future projections involving changes in water mass distri-
bution must take account of these effects, typically by scaling
the global mean change in water mass terms by an appro-
priate ‘fingerprint’ (e.g. Slangen et al. 2014). There is also an
ongoing change due to the Glacial Isostatic Adjustment
(GIA) associated with the last major deglaciation, although
this is typically small in most locations compared to most
business-as-usual projections for the 21st century. In the
southern North Sea, vertical crust movements are negative
and correspond to a future sea level increase. In the northern
North Sea and along the Norwegian coastline vertical crust
movement is positive and leads to a future decrease in sea
level. The rate of GIA is roughly linear, with values between
−1.5 and +1.5 mm year−1 (Shennan and Horton 2002;
Shennan et al. 2009), although some higher values may be
found (e.g. Simpson et al. 2014). Taking a wide range of
physical effects into account the latest IPCC assessment
highlighted that, based on the output of predictive models,
around 70 % of the global coastline is expected to experience
changes within 20 % of the global mean (IPCC 2013). There
may also be land movement changes on a more local scale,
for instance associated with subsidence caused by ground
water or gas extraction.

6.2.2 Range in Global Time-Mean
Sea Level Changes

There are three main approaches to considering future global
mean sea level changes in current regular use. The first is the
use of complex spatially resolved physically based climate
models, which attempt to simulate many of the major pro-
cesses involved in changing sea level. A typical approach
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(e.g. Yin 2012) uses a GCM to simulate the large-scale
evolution of climate over the next century for a range of
alternative pathways of future greenhouse gas forcing.
The GCM is able to simulate changes in heat uptake and so
thermal expansion can be determined from changes in the
in situ simulated ocean temperatures or even simulated
directly. The simulated atmospheric temperature and pre-
cipitation changes can be used as input to separate physical
models of glaciers (e.g. Marzeion et al. 2012; Giesen and
Oerlemans 2013; Radić et al. 2014), the Greenland Ice Sheet
(e.g. Graversen et al. 2011; Rae et al. 2012; Yoshimori and
Abe-Ouchi 2012; Nick et al. 2013) and the Antarctic Ice
Sheet (e.g. Vizcaíno et al. 2010; Huybrechts et al. 2011;
Bindschadler et al. 2013) to estimate their contributions. The
key advantage of this modelling approach is that it can
address changes in the relative importance of many different
physical processes involved. The disadvantage is that the
models may not include all of the important physical pro-
cesses in the coupled systems or may not represent them
with sufficient credibility. This is demonstrated by the latest
climate model validation tests (IPCC 2013), which show that
although the models clearly have skill at representing many
aspects of the real observable climate, other aspects differ
sizeably between model and observations. In recent years a
significant advance has been to close the global sea level
budget (Church et al. 2011). As a result, improved estimates
became available for the thermal oceanic contribution, for
glaciers and land ice contributions and for terrestrial storage.
This credible level of knowledge about the different contri-
butions to SLR in the recent past means it is now possible to
model these sufficiently well to make projections of future
sea-level change.

The second approach to projecting future global sea level
uses climate models with reduced complexity. Here a model
that represents the global average climate system is often
used. A common approach is to solve the global average
heat balance for the upper layer of the ocean, with radiative
feedbacks supplying heat upwards from the surface and
diffusion of heat downwards into deeper ocean layers (e.g.
Raper et al. 2001). In complex models, many key quantities,
such as climate sensitivity, are emergent properties. In
reduced complexity climate models quantities such as cli-
mate sensitivity and mixed-layer depth are set as inputs and
provide a means of tuning the simple climate models to
emulate the global average behaviour of more complex
models. Despite the tuning, there are limitations as to how
well the simple model structure is able to achieve this (IPCC
2007). The major advantage of reduced complexity climate
models is that they are computationally much less expensive
than GCMs and so can be used to explore many more sce-
narios or to simulate much longer periods. The disadvantage
is that they may not capture sufficient physics to be used
outside their tuned range. Furthermore, most simple models

only simulate long-term trends and do not capture interan-
nual variability. Recent use has also involved combining the
simpler models’ simulation of global mean values with a
scaled spatial pattern of change in sea-surface height from
the most complex GCMs (Perrette et al. 2013). This offers
the ability to interpolate between the GCM results to gen-
erate additional scenarios, although these may be less reli-
able when addressing stabilised forcing cases. Extra care
must be taken if this approach is used for extrapolation.

The IPCC Fifth Assessment (AR5) provides the most
comprehensive recent estimates of global SLR from physical
models. Figure 6.1 summarises the likely range of 21st
century projections. It is important to realise that these ran-
ges are not derived purely from climate models. Expert
judgement was used to broaden the range so that model
estimates of the 90th percentile range were judged to cor-
respond to the 66th percentile range in the real world. This
range is wider than reported in IPCC Fourth Assessment
(AR4) although direct comparisons must be undertaken with
care, as emission or forcing scenarios, methodologies and
even the components of sea level included are different (for
emission scenarios see Annex 4). One key difference is that
the most recent IPCC assessment (AR5) includes a compo-
nent from changes in ice dynamics in the likely range of
SLR, whereas the previous IPCC assessment (AR4) kept this
separate. When this component is included in the AR4 likely
range of SLR then for comparable emission or forcing sce-
narios the two assessments become more similar.

A third class of modelling approach to estimate future
global sea level is referred to as semi-empirical and typically
uses a relationship derived from observations of sea level
and either global temperature (e.g. Rahmstorf 2007) or
radiative forcing (e.g. Jevrejeva et al. 2012). By combining
the relationship with an estimate of future forcing or surface
warming from either a reduced complexity model or a

Fig. 6.1 Likely ranges of global mean sea-level rise as reported in the
IPCC Fifth Assessment using process based physical models. For
comparison, the SRES A1B scenario (the AR4 scenario) has been
recalculated using AR5 assessment methods
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complex GCM, an estimate of future sea level can be made.
There has been a long debate in the literature (e.g. Lowe and
Greogry 2010; Rahmstorf 2010) about the validity of these
models. The IPCC AR5 estimate prescribed low confidence
in long-term projections from this method (IPCC 2013).
However it should be noted that this class of models covers a
range of techniques with some likely to be more physically
credible than others. Typically semi-empirical methods
simulate larger 21st century sea level responses than
GCM-based approaches, although there is some recent evi-
dence that ranges estimated from the different approaches are
starting to converge (Moore et al. 2013). The range of
semi-empirical model estimates in the IPCC AR5 is shown
in Fig. 6.2.

It is reasonable to ask if mitigation of emissions will
impact significantly on the range of projected future sea
level. Recent work has compared the climate response to
business-as-usual scenarios, with increasing future emissions
and aggressive emission reduction scenarios (Pardaens et al.
2011b; Schaeffer et al. 2012; Koerper et al. 2013). These

studies show that mitigation this century (of a size to limit
surface warming to no more than 2 °C relative to
pre-industrial levels) likely will reduce SLR to 2100 by 25–
50 % (Fig. 6.3). Due to the inertia of the climate system
larger reductions are expected in the longer term, beyond
2100. However, eventually stabilisation of sea level may not
be expected until several hundred years or more after sta-
bilisation of atmospheric greenhouse gas concentrations or
radiative forcing (Wigley 2005; Lowe et al. 2006; Lever-
mann et al. 2013). This suggests that to avoid damaging
coastal impacts may require both mitigation and adaptation
approaches (Nicholls and Lowe 2004). It also raises the
question as to whether SLR could be reversed artificially
through geo-engineering. Studies such as that by Bouttes
et al. (2013) show that the thermal expansion component of
SLR can in theory be reversed but that the scenarios of
atmospheric greenhouse concentration needed to achieve
this are considered unlikely in the next century or so, and
possibly even beyond. Land ice melt may be even harder to
reverse on a practical time scale because it would take much

Fig. 6.2 IPCC assessment of the
5–95 % range for projections of
global-mean sea level rise (m) at
the end of the 21st century (2081–
2100) relative to present day
(1986–2005) by semi-empirical
models for a RCP2.6, b RCP4.5,
c RCP6.0, and d RCP8.5. Blue
bars are results from the models
using RCP (representative
concentration pathway)
temperature projections, red bars
are using RCP radiative forcing.
The numbers on the horizontal
axis refer to different studies. The
likely range (horizontal grey bar)
from the process-based
projections is also shown
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longer for the ice sheets to recover, even if greenhouse gas
concentrations were significantly reduced (Ridley et al.
2010), than the time needed to reverse thermal expansion.

6.2.3 High-End Estimates of Time-Mean Global
Sea Level Change

Another aspect of global mean sea level that has received
attention from the adaptation community (e.g. Katsman et al.
2011; Ranger et al. 2013) is the possibility of an increase
beyond the likely range projected by physically based cli-
mate models. Such a contribution could originate from
additional dynamic ice sheet contributions, linked to the
movement of fast ice streams and outlet glaciers. Numerous
high-end SLR estimates exist (Nicholls et al. 2011) and
while the physical processes involved are becoming better
understood the global response is still poorly modelled.

Several lines of evidence, such as paleoclimate (Rohling
et al. 2008) and consideration of kinematic constraints on ice
streams and glaciers (Pfeffer et al. 2008) along with recent
consideration of instability of the West Antarctic Ice Sheet
suggest it is prudent not to rule out such increases, although
the largest increases are considered unlikely. The UK cli-
mate assessment in 2009 (UKCP091) (Lowe et al. 2009)
concluded that 21st century global sea level increases of up
to around 2 m could not be ruled out for design purpose of
high risk developments, but clearly stated that rises of under
1 m are much more likely, even in higher emission scenar-
ios. The IPCC AR5 concluded that several tens of cen-
timetres of extra SLR could occur during the 21st century on
top of the likely range due to instability of the West
Antarctic Ice Sheet, but that other contributions were more
unlikely or could not be quantified. When these high-end

scenarios are considered, the projected SLR tends to be more
similar to that of the semi-empirical method. However, this
should not be considered validation of the latter approach
because it is unlikely that it is able to capture the physics
needed to produce the enhanced rise. Since the publication
of the IPCC AR5, evidence has continued to accumulate on
the behaviour of the ice sheets and their contribution to
future SLR (e.g. Miles et al. 2013; Enderlin et al. 2014;
Favier et al. 2014; Khan et al. 2014). This adds further
evidence to there being low confidence in the AR5 estimates
of the potential contribution of ice sheets to future changes
in sea level.

6.2.4 Time-Mean Sea Level Projections
for Europe

Numerous studies report the spatial deviation of regional sea
level from the global mean values in GCMs (e.g. Gregory
et al. 2001), with a considerable spread between models.
Pardaens et al. (2011a) noted the lack of reduction in spread
between the third and fourth IPCC assessments. Even the
latest IPCC assessment (AR5) shows a wide range in the
inter-model spread for regional sea level, although there is
some convergence in major features, such as changes across
the Antarctic Circumpolar Current and the variations asso-
ciated with some of the large-scale ocean gyres. Moreover, it
is now recognised that this is only part of the total pattern of
sea-level response and that locally varying components from
changes in land-ice loading must also be included and will
further affect the spread (e.g. Simpson et al. 2014).

Two pre-AR5 studies of the North Sea resulted in sce-
narios of future SLR. Lowe et al. (2009) presented a 5th to
95th percentile range based on IPCC AR4, with a number of
regional adjustments. By including scenario uncertainty and
model uncertainty they found an increase of 5–70 cm

Fig. 6.3 Global mean projections of sea-level rise over the 21st
century for the SRES A1B scenario (solid lines) and E1 (dotted lines)
scenarios, together with the thermal expansion and land‐based ice melt

components. Median projections relative to 1980–1999 are shown for
HadCM3C and HadGEM2‐AO models (Pardaens et al. 2011b)

1http://ukclimateprojections.defra.gov.uk/.
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relative SLR for Edinburgh and 20–85 cm for the Thames
Estuary, both reported for the period 1990–2100 and with
the difference between the sites mainly due to different
ongoing rates of vertical land movement. Katsman et al.
(2008) estimated local increases for the North East Atlantic,
for use by planners in the Netherlands. For the moderate
climate scenario, they found projected ranges relative to
2005 of 15–25 cm in 2050 and 30–50 cm by 2100. For the
warmer climate scenario the corresponding ranges were 20–
35 cm in 2050 and 40–80 cm by 2100. In addition to maps
of the spatial pattern of change, IPCC AR5 made available
some site-specific estimates of future SLR. The time series of
the nearest estimates, Ijmuiden in the Netherlands (which is
inside the NOSCCA region of interest) and Brest in France
(which is outside but near to the NOSCCA region of inter-
est) are shown in Fig. 6.4.

The local time-mean sea-level change values at the end of
the 21st century shown in Fig. 6.4 are only slightly different
from the global mean estimate for the same scenarios shown
in Fig. 6.1. This is not surprising given the IPCC finding that
around 70 % of the world’s coastline lies within 20 % of the
global mean SLR. It also indicates that the global mean
estimates for other emission or forcing scenarios can be
applied to this European site. Consideration of the spatial
patterns also suggests that to a first approximation this value
can be applied to the North Sea region.

6.2.5 Future Changes in Extreme Sea Level

Short-lived extreme water levels are often more relevant to
many coastal impacts than the time-average changes. A low
pressure weather system moving over the North Sea can
produce an increase in water level through the inverted
barometer effect, and through the winds driving water
towards the coastline. The resulting storm surge shows
variations on a time scale of a few hours and combines with
the tidal water elevations. The highest water levels typically
occur with a surge corresponding to the rising limb of the
tide rather than the peak of the tide due to non-linear inter-
actions between the tide and surge (Horsburgh and Wilson
2007). The surge is also not a static phenomenon and will
move along the coastline as a trapped wave.

Research into future changes in extreme water level uses
a range of terminology and sea-surface height metrics,
making such estimates difficult to compare. Some studies
focus on changes in short-lived extreme water level above
present-day mean sea level, while others consider changes in
the meteorologically driven surge component only, some-
times expressed as a residual relative to the tidal level but
increasingly expressed as changes in the skew surge. Fur-
thermore, some studies refer to return periods while others
frame their results as percentiles of the distribution of
extreme levels. As the present assessment focuses on iden-
tifying the qualitative aspects of past research these com-
plexities should not be a major hindrance.

Changes in extreme coastal water levels can be driven by
the time-average sea level changes, which raise the baseline
onto which extreme events are added, or by changes in
particular atmospheric conditions (e.g. Lowe et al. 2010).
There is a strong indication that changes in extreme water
levels around the globe during the instrumental record period
(about the past 150 years) have been driven predominantly
by changes in regional time-mean sea level (Menendez and
Woodworth 2010). Similar findings have been published for
the English Channel (Haigh et al. 2010). However, there is
no way to know a priori whether this will hold in the future,

Fig. 6.4 Observed and projected relative net change in sea level for
two coastal locations for which long tide-gauge measurements are
available. The projected range from 21 RCP4.5 scenario runs (90 %
uncertainty) is shown by the shaded region for the period 2006–2100,
with the bold line showing the ensemble mean. Coloured lines
represent three individual climate model realisations drawn randomly
from three different climate models used in the ensemble. Vertical bars
at the right sides of each panel represent the ensemble mean and
ensemble spread (5–95 %) of the likely (medium confidence) change in
sea level at each respective location at the year 2100 inferred from
RCP2.6 (dark blue), RCP4.5 (light blue), RCP6.0 (yellow), and RCP8.5
(red) (IPCC 2013)
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or whether changes in meteorology will alter the character-
istics of storm surges. Furthermore, Woodworth et al. (2007)
noted a correlation between some aspects of extreme water
levels, such as the winter extreme high water level around
the UK measured relative to a fixed datum and the winter
North Atlantic Oscillation index (NAO index, see Annex 1),
a large-scale measure of the atmospheric circulation regime.
The pattern of correlation was found to be very similar to
that of the correlation of the time-mean water level and the
NAO index, although the magnitude was stronger for the
winter extreme high water level. As there is sufficient evi-
dence that the changes in extreme water level due to changes
in time-mean sea-level rise and changes in storminess
combine approximately linearly (e.g. Kauker and Langen-
berg 2000; Lowe et al. 2001; Howard et al. 2010) over a
sizeable range of future sea levels, it is insightful to consider
the two components in isolation.

The recent global analysis of Hunter et al. (2013) and
extended in the IPCC AR5, examined change in the return
period of extreme water level events for a fixed rise in
time-mean sea level and a rise following a policy-relevant
scenario. Focusing on the European region for a mean SLR
of 50 cm, the frequency of extreme events measured relative
to a fixed datum in the present day is projected to increase by
around a factor of 10 at many sites in the southern North
Sea, and by a factor of more than 100 at some points in the
northern North Sea. Although the factors can be applied to a
range of different return periods of events, this manner of
presenting the results must be placed in perspective. The
level of protection increase implied by these changes
remains less than an 80 cm increase at most locations.

In the EU-funded Ice2sea project (www.ice2sea.eu),
Howard et al. (2014) considered how larger regional
time-mean sea level increases from enhanced land ice
melting might manifest in terms of changes in extreme sea
level along the European coastline. Figure 6.5 shows that
most of the projected 21st century change in North Sea
extreme water levels is likely to come from the time-mean
sea-level change. Considering a central ice melt estimate,
Howard et al. (2014) found increases in the 50-year return
period surge between about 20 and 40 cm. For a high-end
scenario, increases in the 50-year return period surge were
estimated at around 60 cm and 1 m. The estimated rise was
biggest for Esbjerg and smallest for Bergen.

For potential changes in storm surge heights resulting
from future changes in meteorology, both modelling
approaches (dynamical downscaling and statistical down-
scaling) are commonly used. It is clear that the large
uncertainties about future storm activity in the North Sea
(see Chap. 5) are also reflected in future changes in storm
surge heights in the North Sea.

A number of early studies looked at the differences
between relatively short near present day and future time

periods, typically using either barotropic models (Flather and
Smith 1998; WASA-Group 1998; Langenberg et al. 1999;
Lowe et al. 2001; STOWASUS-Group 2001) or statistical
downscaling approaches (Langenberg et al. 1999). Some of
these studies suggested significant changes might occur in
various measures of extreme water level, although consis-
tency between different studies was not large.

Later studies continued to use the time-slice approach, but
focused more on sources of uncertainty. For instance, Lowe
and Gregory (2005) attempted to place the results in context
by comparing the uncertainty in surge projections with those
from other sources, such as uncertainty in mean sea level
projections and uncertainty due to emissions scenario
choice. Woth (2005) and Woth et al. (2006) analysed sim-
ulations for future North Sea storm surge levels for which
the forcing data were derived from simulations of the global
and regional climate using different global and regional
models and the SRES scenarios A2 and B2 (see Annex 4).

Fig. 6.5 Illustrative addition of high-end and mid-range projections of
contributions to changes in the height of the 50-year storm surges in
2100 for seven locations around NW Europe. For each location, the
larger (left-hand) bar shows the high-end estimate and the smaller
(right-hand) bar shows the mid-range estimate. The projected contri-
bution from Glacial Isostatic Adjustment is shown as an offset to the
zero of each bar. The mid-range surge (SRG) projection at Sheerness is
negative, and to ensure that this can be seen the mid-range SRG
projections are shown as half-width bars. SRG is the change in surge
component. Mn_IDSL is the global mean change in dynamic height
due to fresh water from ice melt. TIM and GCFF is the ice melt mass
component adjusted with a gravitationally consistent fingerprint. TE &
Mn_ADSL is the global mean thermal expansion and local dynamic sea
surface height pattern. The stations refer to model grid cells, they are
close to the following geographical locations: Aberdeen (A), Sheerness
(S), Cork Harbour (C), Roscoff (R), The Hague (H), Esbjerg (E) and
Bergen (B) (Howard et al. 2014)
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However, separating a robust climate signal from natural
variability was still problematic. While use of time-slices
was a pragmatic approach to the limits of computer power,
which prevented long simulations of high resolution atmo-
spheric models, it risks sampling long-period natural vari-
ability rather than picking up aspects of a long-term trend.
Reanalysis of the 20th century storminess suggested the
need for time-slices much longer than a few years or even a
couple of decades. Most of the earlier studies also did not
credibly estimate uncertainties in the results.

Lowe et al. (2009) used an ensemble of 11 regional cli-
mate models to drive a North Sea storm surge model and
investigate uncertainty as part of the UKCP09 study. All of
the experiments were transient and began before present day
and extended to 2100 to avoid the time-slice problem.
Focusing on the southern end of the North Sea near the
Thames Estuary they found that only one of the model
simulations had a statistically significant increase in the
height of the 50-year return period storm surge event.
However, in physical terms this change of a few centimetres
was small compared to the expected time-mean relative
change in sea level. This result disagreed with many earlier
studies but had the advantage of not needing to use
time-slices. A recent reanalysis of the model results for sites
outside the United Kingdom (Howard et al. 2014) suggested
larger changes in the surge component at some locations,
although for sea level extremes the effect of changes in
time-mean SLR still typically dominated. Sterl et al. (2009)
undertook a similar study using a global model ensemble
and found a similar lack of a clear 21st century trend in the
storm surge component, adding further weight to the pro-
jections from UKCP09. However, an important caveat is that
the atmospheric model used for the UKCP09 ensemble was
noted to have a particular storm track response; typically
showing a southerly movement but with little evidence of an
intensification of the storms. While this is one credible future
response the possibility of an intensification of storms
should not be completely ruled out, because some of the
models used in IPCC assessments do show this (Lowe et al.
2009). A simple scaling argument suggested that if the
ensemble of driving models had captured the largest increase
in storm intensity from additional GCMs available it may
have led to a bigger surge increase at some locations,
comparable with changes in the future projected time-mean
SLR. However, as such large changes in storm intensity
were found in only one GCM (using the storm metric
applied) the scaled results should be considered a low con-
fidence projection (Lowe et al. 2009).

Gaslikova et al. (2013) investigated a set of four transient
regional projections for the North Sea for which the under-
lying simulations of the global climate includes combina-
tions of one GCM, two initial states and SRES scenarios
A1B and B1. Towards the end of the 21st century (2071–

2100) they found an increase in extreme surge heights (mean
annual 99th percentiles) in the south-eastern North Sea,
which are highest in the German Bight by up to about
15 cm. The authors concluded that the increase in the 99th
percentile surge height is mainly due to an increase in the
frequency of storm events with intensities already occurring
in the respective reference climate and that there are rela-
tively few events with greater intensities. 50-year return
values calculated from the 100-year long projection period
(2001–2100) were compared to 50-year return values cal-
culated from the 40-year long reference period (1961–2000)
and resulted in an increase of between about 10 and 80 cm
for the two locations examined off the coast of the German
Bight (Fig. 6.6). These return values are comparable to those
reported by Lowe and Gregory (2005).

Gaslikova et al. (2013) also investigated internal climate
variability in North Sea storm surge conditions and found
multi-decadal variability within one projection as well as
between the four transient projections, which is of the same
order of magnitude as the increase towards 2100. Such
multi-decadal variability was also found by Weidemann
(2009), based on statistical downscaling of 17 projections for
the SRES scenario A1B only differing by varying initial
conditions. In this study the linear trend over the years
1958–2100 for the five study locations in the German Bight
varied between −8 and 18 cm but most of the projections
showed an increase in the surge height corrected for
time-mean sea-level changes. The trends presented by
Gaslikova et al. (2013) for the SRES A1B and B1 projec-
tions are within the range presented by Weidemann (2009).

In a recent assessment of the Dutch coastline, KNMI
(2014a, b) reported that changes in wind speed are small and
that little change is projected over the next century in
northerly winds, which are the ones that tend to cause the
largest surges along this stretch of coastline. Extremes of
water level are expected to continue to rise, however, driven
by the rise in time-mean sea level.

Taken together, the more recent studies suggest the pos-
sibility of either no significant increase or a relatively small
increase in storm surge height in the North Sea. Where an
increase is found it is typically largest at the southern end of
the North Sea, especially in the south-east, with changes in
the western and northern parts of the North Sea being
smaller and non-uniform.

It is also useful to consider possible future changes in the
propagation of tides due to changes in time-mean sea level.
This could be important from both a flood perspective and a
consideration of renewable energy generation. The recent
study by Pickering et al. (2012) suggests changes in the tides
may result in the North Sea due to altered dynamics. They
showed that a 2-m SLR would result in a * 5 cm increase
in M2 tidal amplitude in the central North Sea and Southern
Bight, and a similar decrease in between. An update by
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Pelling et al. (2013) highlighted a key remaining uncertainty
in understanding this response—whether the water is
assumed to be contained by a sea wall or allowed to flood
the land. Recent work, based on seasonal variations in major
tidal constituents (Gräwe et al. 2014; Müller et al. 2014) also
suggests the need to consider changes in stratification on the
continental shelf in shallow seas, which can alter the eddy
viscosity and profile of currents with depth. See Sect. 6.3 for
information on how North Sea stratification is projected to
change.

6.2.6 Future Changes in Waves

Future changes in waves can be simulated using wind
information projected by GCMs and ESMs, sometimes
atmospherically-downscaled over the primary region of
interest. The studies then typically follow either the statis-
tical approach or the dynamical approach, using models of
the generation, transport and dissipation of sea-surface wave
energy. Much of the progress in the Northeast Atlantic and
the North Sea has used the dynamic wave modelling
approach.

Wolf and Woolf (2006) gave a useful overview of how
particular aspects of changes in storminess generate changes
in the wave climate in the North East Atlantic. The strength
of the prevailing westerly winds and the frequency and
intensity of storms, the location of storm tracks and the

storm propagation speed were all considered. The strength of
the westerly winds was found to be most effective at
increasing mean and maximum monthly wave height. The
frequency, intensity, track and speed of storms have little
effect on mean wave height but intensity, track and speed did
significantly affect maximum wave height.

The earliest future projection studies, such as those by
Rider et al. (1996) of the WASA-Group (1998), used highly
idealised climate scenarios, took data from a single or very
limited number of climate models and typically used
time-slices that were short and did not adequately account
for multi-decadal variability. Later studies began to improve
their approach, using longer time-slices and modelling
policy-relevant future scenarios. The STOWASUS-Group
(2001) compared the 30-year time slices 1970–1999 and
2060–2089 for the IPCC scenario IS92a (see Annex 4). For a
doubling of carbon dioxide (CO2) the wave climate responds
to projected changes in wind forcing and the mean signifi-
cant wave height (taken as the mean height of the highest
third of waves) increases in the North Sea and north of the
British Isles. However, the increase in the mean value
throughout the entire year is no more than 15 cm. For
extreme waves, expressed as higher percentiles of the dis-
tribution of significant wave heights the picture is a more
mixed; for the 99th percentile there is an increase of around
0.25–0.5 m in the North Sea, however for the most extreme
cases described by the 99th percentile there is little change
projected for the North Sea. Debernard et al. (2002) analysed

Fig. 6.6 The 50-year return value for water level (WL, upper panels)
and surge height (SH, lower panels) for the control period 1960–2000
from two different ensemble members (C20_1, C20_2) and for four
different future scenarios (SRES A1B and B1 scenarios, both simulated
using two different GCM ensemble members, for the period 2001–

2100). The mean for the control period and the scenario mean are
given. The 95 % confidence range for each return value is shown by the
black bars. L2 and L3 depict locations near the East Frisian and North
Frisian coast of the German Bight, respectively (Gaslikova et al. 2013)
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two 20-year time slices for 1980–2000 (reference climate)
and 2030–2050 (near future climate). For the global simu-
lations an emission scenario similar to IPCC IS92a was used.
The authors reported that the changes in the wave climate for
2030–2050 were mostly small and insignificant.

The next challenge was to try to sample uncertainty in the
driving winds by using output from more than one GCM.
Debernard and Røed (2008) analysed a set of four climate
projections including combinations of SRES scenarios A2,
B2, A1B, and three GCMs. The authors compared the results
of the 30-year time slices for 1961–1990 (reference climate)
and 2071–2100 (future climate) and found changes in the
wave conditions for the four climate projections to vary in
their spatial pattern and magnitude but that all agree in an
increase of severe significant wave heights (99th percentiles)
of 6–8 % along the North Sea east coast and in the
Skagerrak. Grabemann and Weisse (2008) found compara-
ble changes using a slightly different set of four climate
projections, which incorporates two GCMs and SRES sce-
narios A2 and B2. Comparing the time slices 1961–1990 and
2071–2100 they estimated an increase in extreme wave
height (99th percentile) in large parts of the southern and
eastern North Sea of about 5–8 % (25–35 cm, average for
the four projections). The greatest changes occur in the
Skagerrak (an increase of up to 80 cm) in the ECHAM-
driven projections. Changes in severe wave height towards
the west and north of the North Sea are smaller or even
negative. The increase in mean and 99th percentile signifi-
cant wave height in the eastern North Sea is suggested to
result mainly from an increase in the frequency of higher
waves. This was also described by Groll et al. (2014). Both
Debernard and Røed (2008) and Grabemann and Weisse
(2008) reported that model-induced uncertainties and
inter-GCM variability are larger than the scenario-related
uncertainties (Fig. 6.7). Also Lowe et al. (2009) focused on
model uncertainty and used three members of a 17-member
GCM ensemble downscaled by a regional model over the
North Sea to study future changes in wave heights. Some

significant changes in the wave height were noted but
further work is needed to understand the patterns. More
focus is also needed on how to best select representative
ensemble members of the driving GCMs from a larger model
ensemble.

Another aspect of uncertainty, the role of natural vari-
ability, has been addressed using an ‘initial condition
ensemble’. De Winter et al. (2012) analysed a 17-member
ensemble based on one GCM that was repeatedly started
with 17 initial states for the SRES scenario A1B. Again the
30-year time slices 1961–1990 and 2071–2100 were com-
pared. Mean wave heights and wave periods did not change,
annual maximum conditions decreased in particular for wave
periods and return periods showed no significant change in
front of the Dutch coast. Furthermore, the authors found that
annual maximum waves propagate more often to easterly
directions, which is consistent with an increase in the fre-
quency of extreme westerly winds. The importance of nat-
ural variability was investigated by Groll et al. (2014). They
used transient projections (1961–2100) to evaluate the
internal aspect of climate variability and found strong
multi-decadal variability. The changes in median and severe
(99th percentile) significant wave heights within a single
projection and between projections are of the same order of
magnitude as the change (increase in the eastern North Sea)
towards the end of the 21st century. Owing to this strong
internal variability the largest increase or decrease does not
necessarily occur at the end of the 21st century but can occur
earlier. Moreover, Groll et al. (2014) noted that the uncer-
tainties from different GCM initial conditions, or arising
from the use of different ensemble members are also
important.

In a comparative study of ten wave climate projections,
including those by Grabemann and Weisse (2008) and Groll
et al. (2014) a robust signal was found for the eastern parts of
the North Sea where mean and severe wave heights in nine
to ten projections tended to increase towards the end of the
21st century (2071–2100). The magnitude of this increase is

Fig. 6.7 Uncertainties in long-term 99th percentile significant wave
height (m) caused by model differences (left) and scenario choice
(right). For the significant wave heights, the uncertainties introduced by

different models are generally much larger than those caused by
different scenarios. The model uncertainties range from about 0.1 to
0.6 m (adapted from Grabemann and Weisse 2008)
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much more uncertain. For the western parts of the North Sea
a decrease is suggested in more than a half of the projections
(Grabemann et al. 2015). These findings are in agreement
with the results of other studies (e.g. Debernard and Røed
2008). The changes described are also consistent with a
projected increase in the frequency of stronger winds from
westerly directions.

6.3 Ocean Dynamics and Hydrography

6.3.1 General Aspects and Methodology

North Sea dynamics are controlled by the interplay of the
seasonal heating cycle, atmospheric fluxes, tides, river inputs
and exchanges with the open ocean. Most physical processes
active in the North Sea are to some extent impacted by
global change resulting from anthropogenic increases in
greenhouse gas emissions. These impacts are, however,
highly dependent on time and space scales and the dominant
processes under consideration. The impact of climate change
in shelf seas is essentially a boundary value problem, due to
the shallow depth and short ocean memory relative to the
timescale of climate change. Hence it is necessary to con-
sider the external drivers in some detail. These naturally
divide into three vectors: atmospheric, oceanic and terres-
trial. A fourth important vector is variability in astronomical
forcing (top of atmosphere radiation and tidal potential), but
this is not a component of anthropogenic change and so not
considered in IPCC assessments. However, it should be
noted that changes in sea level and stratification will have
some effect on local tidal amplitudes and the implications of
this require further investigation (e.g. Pickering et al. 2012;
Gräwe et al. 2014; see Sect. 6.2). Direct anthropogenic
drivers may result as a consequence of climate change
adaptation and mitigation measures. These are not specifi-
cally considered here, since human effects on the physical
marine environment (e.g. arising from the installation of
offshore renewable energy structures, mineral extraction,
coastal protection measures etc.) tend to be local and/or
coastal, and scenarios of anthropogenic drivers not related to
climate change have yet to be developed for the North Sea
region and integrated into regional future climate change
assessments.

To date, the focus of studies to assess potential climate
change impacts on the North Sea dynamic system has been
on shelf scales (> 10 km from the coast) and seasonal pro-
cesses. Finer coastal scales and higher frequency processes
remain for future work. The downscaling methods and
scenarios used are diverse and so this section begins with a
short overview of key approaches and methodology. The use
of statistical downscaling (von Storch 1995, see Annexes 2
and 3), applied to assess climate change impacts on sea

level, storm surges and wave climate (Sect. 6.2) and also
frequently marine biota (e.g. Dippner and Ottersen 2001), is
unusual for assessing climate change impacts on ocean
dynamics and hydrography and all studies reviewed here
were undertaken using the more complex and computa-
tionally more expensive dynamical downscaling method (see
Annexes 2 and 3) using established and validated regional
ocean models (ROMs).

The first climate change downscaling studies for the
North Sea were performed as research contributions, which
focused on method development and provided first quanti-
tative assessments of the potential regional impacts of future
climate change (Kauker 1999; Kauker and von Storch 2000;
Ådlandsvik 2008; Madsen 2009). These were followed by
more comprehensive assessments performed as part of
national regional climate change assessments such as the
British UKCP09, the German KLIWAS2 (Auswirkungen des
Klimawandels auf Wasserstraßen und Schifffahrt – Entwick-
lung von Anpassungsoptionen, German Federal Ministry of
Transport, Building and Urban Development) and the
EMTOX3 project from the Netherlands (Impacts of climate
change effects on natural toxins in plant and seafood pro-
duction, Dutch Ministry for Economic Affairs, Agriculture
and Innovation). In parallel, a few larger European research
projects such as the RECLAIM4 (REsolving CLimAtic
IMpacts on fish stocks), ECODRIVE5 (Ecosystem Change
in the North Sea: Processes, Drivers, Future Scenarios) or
MEECE6 (Marine Ecosystem Evolution in a changing Cli-
mate) have produced a suite of regional downscaling studies.
Most results are published as contributions to peer reviewed
literature, but complementary and additional information is
available in the form of project reports (e.g. Drinkwater et al.
2008, 2009; Alheit et al. 2012; Wakelin et al. 2012a; Bülow
et al. 2014) or made available to the public via the internet
(e.g. MEECE via www.meeceatlas.eu).

A wide range of downscaling methods and models (see
Table 6.1 for model acronyms) have been applied to assess
regional climate change impacts and a best practice on
regional marine downscaling is still a matter of research and
consensus has so far not been established. The earliest
dynamical downscaling exercise using the OPYC model
(Kauker 1999; Kauker and von Storch 2000) was carried out
well in advance of the IPCC AR4, and utilised GCM forcing
from 5-year time slice experiments for a potential 2 × CO2

world. Most of the more recent regional projections were
carried out for the end of the century (2070–2100) and utilise

2www.kliwas.de.
3www.deltares.nl/en/project/1172392/emtox.
4www.climateandfish.eu.
5www.io-warnemuende.de/ecodrive.html.
6www.meece.eu.
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the SRES scenario A1B (see Annex 4). These experiments
were performed either as time slice experiments of 20–
30 years for present-day and future (end-of-the-century or
middle-of-the-century) climates (Ådlandsvik 2008; Holt
et al. 2010, 2012, 2014, 2016; Friocourt et al. 2012; Wakelin

et al. 2012a; Pushpadas et al. 2015) or as continuous inte-
grations (e.g. Mathis 2013; Gröger et al. 2013; Bülow et al.
2014; Mathis and Pohlmann 2014). Only one downscaling
was performed for the SRES A2 scenario, which considers
stronger radiative forcing (Madsen 2009). To date, only the

Table 6.1 Model acronyms together with key references

Acronym Model type Key publications

BCM Bergen Climate Model Global climate model, GCM Furevik et al. (2003)

CCSM3, Community Climate System Model V3 Global climate model, GCM Public release: www.cesm.ucar.edu/models/
ccsm3.0

Delft3D/BLOOM/GEM Regional model coupled
physical-biological

Lesser et al. (2004), Blauw et al. (2008)

DMI-BSHcmod, Danish meteorological institute Regional ocean model for the North
and Baltic seas

Madsen (2009)

DMI HIRHAM RCM Regional atmospheric model Christensen et al. (2007)

ECOSMO ECOSystem Model Regional model coupled
physical-biological

Schrum and Backhaus (1999), Schrum et al.
(2006), Daewel and Schrum (2013)

ECHAM3/LSG Global climate model, GCM, first
generation coupled model

Roeckner et al. (1992),
Maier-Reimer et al. (1993)

ECHAM5-MPIOM, Max-Planck-Institute,
Germany

Global climate model, GCM Marsland et al. (2003);
Roeckner et al. (2003, 2006)

ECOHAM ecosystem model Hamburg Regional ecosystem model Pätsch and Kühn (2008)

ERSEM Ecosystem model Blackford et al. (2004)

GISS, Goddard Institute for Space Studies Global climate model, GCM Schmidt et al. (2006)

HadAM3H, Hadley Center Climate Model Global climate model, GCM Jones et al. (2001)

HadCM3, Hadley Center Climate Model 3 Global climate model, GCM Gordon et al. (2000), Pope et al. (2000)

HadRM3 Hadley Center Regional Model 3 Regional model, RCM Murphy et al. (2009)

HAMOCC, HAMburg Ocean Carbon Cycle
model

Ocean carbon cycle model Maier-Reimer et al. (2005)

HAMSOM HAMburg Shelf Ocean Model Regional hydrodynamic model Pohlmann (1996)

IPSL/IPSL-CM4, Institut Pierre-Simon Laplace,
France

Earth system model Marti et al. (2010)

OPYC Ocean model, isopycnal
coordinates

Oberhuber (1993)

MPIOM, Max Planck Institute for Meteorology Global ocean model Marsland et al. (2003)

MPIOM-zoom Global model with Zoom on the
North Sea

Gröger et al. (2013)

NORESM, Norwegian Earth System Model Earth system model Bentsen et al. (2012)

NORWECOM, NORWegian ECOlogical Model Ecosystem model Skogen et al. (1995),
Skogen and Søiland (1998)

POLCOMS Proudman Oceanographic
Laboratory Coastal Ocean Modelling System

Regional hydrodynamic model Holt and James (2001)

RACMO Regional atmospheric model van Meijgaard et al. (2008)

RCAO Regional coupled
atmosphere-ocean model

Döscher et al. (2002)

RCA4-NEMO Regional coupled
atmosphere-ocean model

Dieterich et al. (2013)

REMO Regional atmospheric model Jacob and Podzun (1997)

ROMS Regional ocean model Shchepetkin and McWilliams (2005)

WAM Wave model Hasselmann et al. (1988)
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regional ECOSMO model was used to project future chan-
ges based on the RCP4.5 scenario (see Annex 4) from IPCC
AR5 (Wakelin et al. 2012a; Pushpadas et al. 2015). The
downscaling setup and the methods applied for the scenario
simulations were different with respect to downscaling
chain, coupling of the atmosphere-ocean system, bias cor-
rection, consideration of terrestrial climate change impacts,
open-ocean climate change impacts, Baltic Sea boundary
conditions, and forcing GCM (see Tables 6.2, 6.3 and 6.4
for details). All regional models consider tidal forcing by the
M2 partial tide, which is the major forcing tidal constituent
in the North Sea. Most models also consider additional tidal
constituents, but the actual tidal setup varies between the
different models.

To estimate uncertainties in projections of future climate
the multi-model ensemble approach has been introduced in
Earth system modelling of the North Sea region following
the well-established strategy of IPCC assessments (e.g. Fri-
ocourt et al. 2012; Wakelin et al. 2012a; Bülow et al. 2014;
Holt et al. 2014, 2016; Pushpadas et al. 2015). Both
ensembles using one regional model with different global
models (e.g. Wakelin et al. 2012a; Holt et al. 2014, 2016;
Pushpadas et al. 2015) and ensemble downscaling from one
GCM using different regional model systems are available
for the North Sea (Bülow et al. 2014). The ensemble sim-
ulations allow for a first estimation of uncertainty arising
from different GCMs and RCMs (regional climate models).
However, it should be noted that the number of ensemble
members is typically only two to three and so too small for a
sound final assessment of uncertainty ranges.

Complementary understanding of climate change impacts
on the North Sea hydrodynamics and ecosystem dynamics is
available from so-called ‘what-if’ or perturbation experi-
ments that consider hypothetical ranges of forcing parame-
ters. For these numerical experiments, forcing atmospheric
boundary conditions (wind speed, air temperature, solar
radiation) were separately perturbed by a change roughly of
the order of the projected climate change (Schrum 2001;
Skogen et al. 2011; Drinkwater et al. 2008) or defined by
mixing present day with future forcing GCM variables (Holt
et al. 2014, 2016). Such perturbation experiments are not
dynamically consistent, but do provide some insight into the
sensitivity of the regional system to climate change impacts
and so improve process understanding.

6.3.2 Changes in Temperature

Despite huge differences in setup, forcing GCM, bias cor-
rection and time slice vs continuous simulations, the future
projections for sea-surface temperature (SST) in the North
Sea are consistent in sign for the different regional model
setups, however there are differences in the magnitude of

change. Projected annual mean SST increases for the end of
the century are in the range 1–3 °C for the A1B scenario
(exact numbers are not given here due to differences in
spatial averaging and reference periods from the existing
literature). Within the given range, projected temperature
changes are consistent for the different regional models used.
Projected temperature changes are found to be statistically
significant using the Kruskal-Wallis test (Wakelin et al.
2012a) or other measures such as the standard deviation
(Ådlandsvik 2008; Mathis 2013) so far investigated. Pro-
jected changes in SST are typically more pronounced than
changes in depth-averaged (or volume-averaged) tempera-
ture, which is the ecologically more relevant parameter since
it affects vital rates in organisms that are distributed through
the entire water column, and are almost completely driven
by changes in atmospheric boundary conditions and air-sea
fluxes (e.g. Ådlandsvik 2008; Wakelin et al. 2012a).

A few studies were performed using the same GCM
forcing but different regional ocean models and configura-
tions. These use the IPSL-CM4.0 ESM (Wakelin et al.
2012a; Chust et al. 2014; Holt et al. 2014, 2016) and
MPIOM (Mathis 2013; Gröger et al. 2013) as global forcing.
The resulting changes in SST from these experiments are
typically very similar for different regional ocean models and
differ only by around a tenth of a degree. On the other hand,
ensemble studies performed with one regional ocean model
and different forcing GCMs clearly show that the magnitude
of the projected changes significantly depend on the forcing
GCM (Wakelin et al. 2012a; Holt et al. 2010, 2012, 2014,
2016; Pushpadas et al. 2015; Fig. 6.8). Regional projections
using different versions of the Max Planck Institute GCM
(ECHAM5/MPIOM) and the Norwegian climate models
(BCM and NORESM) are typically at the lower end (Kauker
1999; Wakelin et al. 2012a; Gröger et al. 2013; Mathis 2013;
Pushpadas et al. 2015). Stronger warming was projected
from simulations using the Hadley-Centre climate model
(Holt et al. 2010, 2014, 2016; for the SRES A2 scenario
Madsen 2009) and the largest changes were projected when
using boundary and initial conditions from the French cli-
mate model IPSL-CM4.0 (Wakelin et al. 2012a; Holt et al.
2010, 2012, 2014, 2016; Pushpadas et al. 2015); a GCM that
projects stronger warming also on the global scale (e.g.
Kharin et al. 2007).

Most of the previously reported downscalings were based
on uncoupled ocean downscaling neglecting local
atmosphere-ocean feedbacks at the regional scale, which
were earlier identified to be potentially important for the
North Sea region in a present-day hindcast scenario (Schrum
et al. 2003a). To account for these regional air-sea feed-
backs, a first multi-model ensemble with coupled
atmosphere-ocean regional models (AO regional models)
was performed as part of the German climate change impact
project KLIWAS (Bülow et al. 2014). Three different
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coupled regional AO models were developed, namely
MPIOM-REMO (Sein et al. 2015), HAMSOM-REMO (Su
et al. 2014) and RCA-NEMO (Dieterich et al. 2013; Wang
et al. 2015). The three models have in common that the
atmosphere components are all limited area models while
their ocean components differ focusing either on the North

Sea (HAMSOM), the North and Baltic seas (NEMO) or the
global ocean employing a regional zoom to the North Sea
(MPIOM-zoom). An ensemble of transient simulations
1960–2100 from all three models driven by the same GCM
(ECHAM5-MPIOM) was performed for the SRES A1B
scenario (Bülow et al. 2014). All models show an

Table 6.3 Coupled atmosphere-ocean downscaling experiments for the North Sea for the end of this century

GCM-RAM-ROM Scenario Time slice Baltic Sea Restoring/bias
correction

LTL-model/carbonate
chemistry

Related
publications

ECHAM5/MPIOM-REMO-
MPIOM-zoom higher resolution

A1B Continuous
1860–2100

Resolved No restoring, bias
correction of fresh
water fluxes
globally, not in the
North Sea

No Bülow et al.
(2014),
Sein et al.
(2015)

ECHAM5/MPIOM-RCA4/NEMO A1B Continuous
1961–2100

Resolved No restoring, bias
correction in sea
level for North Sea
inflow

No Bülow et al.
(2014)

ECHAM5/MPIOM-REMO/HAMSOM A1B Continuous
1860–2100

Boundary
conditions

No restoring or
bias correction in
the regional model

No Bülow et al.
(2014), Su
et al. (2014)

All coupled downscaling experiments are forced by the IPCC-AR4 generation GCM ECHAM5/MPIOM

Table 6.4 Dynamic downscaling experiments for the North Sea for the middle of this century

GCM-RAM-ROM Scenario Time slice Bias
correction

Runoff/river
load/Baltic Sea

A-only
versus
AO
change

LTL-model/carbonate
chemistry

Key
publications

GISS-no-ROMS A1B 1986–2000
versus
2051–2065

No No
change/na/no change

AO
change

No Melsom
et al. (2009),
Alheit et al.
(2012)

BCM-no-ROMS A1B 1986–2000
versus
2051–2065

Only
ocean
boundary
conditions

No change/na/no
change

AO
change

No Ådlandsvik
(2008),
Alheit et al.
(2012)

CCSM-no-ROMS A1B 1986–2000
versus
2051–2065

Only
ocean
boundary
conditions

No change/na/no
change

AO
change

No Melsom
et al. (2009),
Alheit et al.
(2012)

ECHAM3-RACOM-
Delft3D/BLOOM/GEM

A1B 1985–2004
versus
2031–2050

No 10 % winter increase
and 10 % summer
decrease/no change/na

AO
change

BLOOM/GEM/no Friocourt
et al. (2012)

ECHAM3-RACOM-
NORWECOM

A1B 1985–2004
versus
2031–2050

No 10 % winter increase
and 10 % summer
decrease/no change/no
change

A only NORWECOM/no Friocourt
et al. (2012)

IPSLCM4-no-POLCOMS A1B 1980–1999
versus
2030–2040

Delta
change

Various scenarios AO
change

ERSEM Zavatarelli
et al.
(2013a, b)

IPSLCM4-no-ECOSMO A1B 1980–1999
versus
2030–2040

Delta
change

Various scenarios AO
change

ECOSMO Zavatarelli
et al.
(2013a, b)

All scenario simulations are forced by IPCC-AR4 generation GCMs and ESMs
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area-averaged monthly mean SST increase of 1.7–3.0 °C for
the end of the century (Fig. 6.9) and annually average SST
increases of about 2 °C (Bülow et al. 2014), which is very
similar to uncoupled downscalings forced by the
ECHAM5/MPIOM model reported by Wakelin et al.
(2012a), Mathis (2013) and Mathis and Pohlmann (2014).
However, the uncertainty range arising from the different
regional models was significantly larger compared to
uncoupled model simulations.

An approximately linear trend of about 2 °C per
100 years was projected for SST through continuous simu-
lations (e.g. Mathis 2013: 1.67–1.86 °C). The ensemble
projections for the middle of the century were consistent
with this trend. When forced by the ECHAM5/MPIOM a
change of 0.4–0.8 °C was derived for the near future (2031–
2050, Friocourt et al. 2012) and about 0.6–1.3 °C in the

coupled simulations (Bülow et al. 2014). The spatial patterns
of the projected warming were consistent with time-slice
end-of-century projections and increased warming was
projected for the coastal zone compared to the northern
North Sea. The multi-model ensemble for the near future
(+65 years) performed with ROMS, forced by the GISS,
BCM, and CCSM GCMs (Alheit et al. 2012; Fig. 6.10),
supports the view that the choice of forcing GCM con-
tributes substantial uncertainty to the magnitude of projected
warming. The GISS-based downscaling, which has the lar-
gest warm bias in the control run, simulates a weak warm-
ing. Annual average temperature is rising by 0.3 °C at 25 m
in the future scenarios. The BCM downscaling shows an
average warming of 0.6 °C. The downscaling based on
NCAR CCSM, which has a cold bias in the control simu-
lation, gives the strongest warming at 1.1 °C on average.

Fig. 6.8 Projected change in seasonal sea-surface temperature from POLCOMS experiments (HADCM3 and IPSL-CM4) and UKCP09
(HADRM3) experiments (redrawn using results from Holt et al. 2010 and Wakelin et al. 2012a)
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Simulated future temperature changes are generally sea-
sonally dependent. Many models project larger changes in
SST during summer months when a shallow thermocline
restricts the incoming heat input to the sea surface (e.g.
Figure 6.8) compared to winter, when the North Sea is well
mixed and incoming heat is distributed over the entire water
column, despite larger changes in heat flux during autumn
and winter (e.g. Holt et al. 2010, 2012, 2014). Due to

well-mixed conditions during winter, heat flux anomalies
result in a larger temperature increase in the shallow south-
eastern North Sea than the deeper central and north-western
North Sea (e.g. Holt et al. 2010, 2012; Wakelin et al. 2012a;
Fig. 6.8). During stratified summer conditions, the southern
North Sea also warms more strongly, since mixed-layer
thickness is typically shallower than in the northern North
Sea (Janssen et al. 1999; Schrum et al. 2003b). However,
these regional and seasonal variations in warming are not
consistent among the different regional model realisations.
Exceptions are those simulated with the HAMSOM model
(Mathis 2013), the NORWECOM (Friocourt et al. 2012),
and the coupled models (Bülow et al. 2014). These project
larger temperature changes in winter, autumn and spring,
with significant inter-model differences. From the multi-
model ensembles it seems that the strength of the coupling
and hence the regional and seasonal pattern of projected
changes, are significantly affected by the properties and
parameterisations of the regional model. Likely candidates
are mixed-layer depth, flux parameterisations and local
feedbacks. However, the attribution of a definite cause for
the inter-model deviations is not obvious from existing
literature.

The ECOSMO model has also been used with forcing
from the IPCC AR5 generation models to simulate the
RCP4.5 scenario; the first and so far only published attempts
to employ the new updated IPCC AR5-scenarios for the
North Sea (Wakelin et al. 2012a; Pushpadas et al. 2015).

Fig. 6.9 Projected annual cycle of sea surface temperature change for
two climate periods and three coupled atmosphere-ocean model
downscalings (ocean models: MPIOM, HAMSOM, NEMO) (Bülow
et al. 2014)

Fig. 6.10 Projected change in
temperature (°C) for the near
future (2051–2065 vs. 1986–200)
for ROMS simulations forced by
BCM (upper), GISS (middle) and
CCSM (lower) (Alheit et al.
2012)
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When comparing the simulation to the older SRES A1B
scenario simulations, slightly less warming was found for
the simulations forced by the RCP4.5 scenarios and IPCC
AR5 generation models (Wakelin et al. 2012a; Pushpadas
et al. 2015; Fig. 6.11), which could be largely explained by
the fact that both story lines are not fully comparable and the
RCP4.5 scenario provides less radiative forcing (see Annex 4).
A slight reduction in the ranges of projected SST change was
also evident (Pushpadas et al. 2015).

6.3.3 Changes in Salinity

North Sea salinity is influenced by the local balance between
precipitation and evaporation, terrestrial runoff and exchange
with the North Atlantic and the Baltic Sea. The regional
projections of salinity considered in this section utilise full
hydrodynamic models. However, their predictive capacity
for salt and fresh-water changes is limited and results are
biased to an unknown degree by the assumptions and
approaches chosen for considering terrestrial fresh-water
fluxes (e.g. Wakelin et al. 2012a), Baltic Sea water fluxes

(e.g. Mathis 2013), Atlantic boundary conditions (e.g. Fri-
ocourt et al. 2012) or the use of a relaxation scheme (e.g.
Ådlandsvik 2008), together with the accuracy of cross-shelf
circulation and mixing. An attempt to consider all climate
change impacts on fresh and salt water sources consistently
has only been made for a few studies (e.g. Gröger et al.
2013; Bülow et al. 2014). However, these studies required
different global bias- or fresh-water flux corrections in the
global forcing model to avoid drift in salinity (see Tables 6.1
and 6.2 for details) and their projections differ despite using
the same GCM, possibly due to a regional sensitivity to bias
or flux corrections in the GCM.

Gröger et al. (2013) projected substantial freshening of
the North Sea manifesting in a reduction in surface salinity
of 0.75 (Fig. 6.12), which is coherent with a stronger
hydrological cycle and substantial freshening of the North
Atlantic under future warming modelled at the global scale.
The simulated freshening peaks around 2060–2070, with
salinity then increasing towards the end of the century but
not to present-day values. A similar freshening of the North
Sea is apparent in the HAMSOM regional projections based
on the same coarse resolution GCM forcing (Mathis 2013;

Fig. 6.11 Projected change in
temperature (°C) for the end of
the century (2070–2100, A1B and
RCP4.5 scenario) as projected by
the ECOSMO, forced by the
IPSL-CM4.0-A1B (a),
BCM-A1B (b), ECHAM5-A1B
(c) and NORESM-RCP4.5
(d) scenarios (Wakelin et al.
2012a)
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Mathis and Pohlmann 2014), despite no terrestrial runoff
change considered here. In contrast, results from coupled
atmosphere-ocean downscaling presented by Bülow et al.
(2014), which also used A1B and ECHAM5-MPIOM forc-
ing but with higher resolution, projected salinity to decrease
by only about 0.2 (Bülow et al. 2014; Fig. 6.13). This
suggests that the projected salinity change is strongly sen-
sitive to the resolution of the atmospheric and oceanic
modelling component used and the bias correction or
restoring methods used in the global model. Moreover,
biases in the flux coupling and internal variability contribute
to local deviations and inter-model variability in projected
changes. The other regionally coupled AO-projections from
NEMO and HAMSOM, which use forcing from the same
GCM (but different global realisations, details given by

Bülow et al. 2014), project decreases in salinity of the same
order of magnitude. However, inter-model differences
stemming from the regional models or global runs used are
above 0.2 in salinity and significant differences in spatial
pattern occur (Fig. 6.14). The differences are particularly
strong for the Baltic Sea outflow and the northern boundary
inflow.

The projected overall freshening of the North Sea is
confirmed by most of the other regional downscaled sce-
narios (e.g. Kauker 1999; Holt et al. 2010, 2012; Wakelin
et al. 2012a; Pushpadas et al. 2015), but the strength of the
salinity decrease appeared to be strongly dependent on the
choice of GCM (Holt et al. 2014, 2016; Wakelin et al.
2012a; Pushpadas et al. 2015; Fig. 6.15) and inter-GCM
related variability in projected surface salinity change is
large (≈ O(0.5–1)) and increases from AR4- to AR5-based
regional downscaling (Pushpadas et al. 2015). The regional
model and assumptions made for runoff and Baltic Sea
exchange contribute to inter-model variability. However,
these are second order effects compared to GCM-related
variability, and projected salinity changes are largely related
to North Atlantic salinity changes and the wind-driven
inflow to the North Sea. This is confirmed by near future
projections: Friocourt et al. (2012) attributed modelled
near-future freshening of the North Sea partly to decreasing
winter inflow. Potential impacts of circulation changes on
salinity were earlier studied by Schrum (2001) in a simple
perturbation experiment, which revealed that decreasing
westerly wind speed by 25 % would result in a basin-wide
freshening of the North Sea of the order of a 0.3–0.4
reduction in average salinity.

6.3.4 Changes in Stratification

During winter the North Sea is generally well mixed due to
surface cooling and resulting thermal convection, and winter

Fig. 6.12 Left Time series of projected surface salinity (a, blue),
sea-surface temperature (a, red) and the difference in salinity between
the bottom waters and surface waters (b, black) in the North Sea
simulated by the MPIOM-zoom (Gröger et al. 2013). Dotted lines show

the results of a control simulation with constant radiative forcing. Right
Time series of annual (black) volume-averaged salinity from HAM-
SOM uncoupled downscaling (Mathis and Pohlmann 2014)

Fig. 6.13 Projected annual cycle of change in sea surface salinity for
two periods (2021–2050 vs. 1970–1999, dotted lines; and 2070–2099
vs. 1970–1999, dashed lines) and three coupled AO-downscalings
(ocean models: MPIOM, HAMSOM, NEMO), all with GCM forcing
from ECHAM-MPIOM (Bülow et al. 2014)
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surface temperature generally describes the average tem-
perature of the water column. In late spring, a seasonal
thermocline develops (Janssen et al. 1999; Schrum et al.
2003b) and the well-mixed surface layer decouples from the
lower layer water. The timing and duration of stratification,
thermocline strength and the thickness of the surface mixed

layer have implications for air-sea fluxes. Changes in strat-
ification also affect regional ocean characteristics, for
example the seasonal variations in tidal constituents through
changes in eddy viscosity and current profiles (Sect. 6.2) and
sediment transport (Gräwe et al. 2014). Stratification is also
an important control of nutrient supply to the euphotic zone

Fig. 6.14 Projected change in
sea surface salinity from three
regional coupled
AO-downscalings (ocean models:
MPIOM, HAMSOM, NEMO), all
with GCM forcing from
ECHAM-MPIOM (Bülow et al.
2014)

Fig. 6.15 Projected change in
sea surface salinity as simulated
by the POLCOMS model using
forcing from HadCM3, HadRM3
and IPLS-CM4.0 (results
combines from Holt et al. 2010,
2012 and Wakelin et al. 2012a,
see for time period Table 6.2)
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and changes in stratification are therefore a major driver for
changes in primary production (e.g. Holt et al. 2014;
Sect. 6.4).

A measure of stratification that can be applied to both the
shallow shelf and the open ocean is the potential energy
anomaly (PEA). This is here defined as the energy required
to mix the water column over the top 400 m (see Holt et al.
2010 for further details). For the North Sea, PEA is at
minimum in winter, when the water column is well mixed,
and increases as soon as seasonal thermal stratification
develops. Coastal areas and the Southern Bight are well
mixed all year round by intense tidal mixing and show
minimal values for PEA throughout the year, as illustrated
by the POLCOMS control experiment (Fig. 6.16).
The POLCOMS scenario experiments project a substantial
increase in stratification in open-ocean regions (e.g. Holt
et al. 2010), which is consistent with a future shallowing of
the open-ocean mixed layer as modelled by Gröger et al.
(2013) and seen in most GCMs (e.g. Allen and Ingram 2002;
Wentz et al. 2007).

Projections suggest the shelf will remain generally well
mixed during winter, but that stratification in spring, summer

and autumn will increase significantly, which could be
attributed to earlier onset and later breakdown of seasonal
stratification (Holt et al. 2010, stratification is here defined
as a sustained surface to bottom density difference equiva-
lent to 0.5 °C and a mixed layer shallower than 50 m)
and to stronger stratification during summer. Using the
POLCOMS-HadRM3-HadCM3 model scenario, Holt et al.
(2010) found that stratification would start 5 days earlier
and breakdown 5–10 days later by the end of the century
(Fig. 6.17). During summer the greatest increase in ocean
stratification is to the south of the domain. Ensemble simu-
lations using different GCMs (POLCOMS-based) are shown
in Fig. 6.18 (note the graphic shows fractional changes). All
ensemble members simulate a positive fractional change
almost everywhere throughout the season. The increase in
PEA is strongest in winter in the open ocean and lower in
summer and on the shelf. The ensemble simulations also
indicate substantial inter-model variability in projected
changes in stratification during summer on-shelf and at the
shelf break and in the open ocean throughout the year. While
there is also a significant fractional change in ‘well-mixed’
regions, absolute values remain low.

Fig. 6.16 Simulated seasonal
mean potential energy anomaly
(PEA) with integration limited to
400 m for CNTRL and A1B (note
log10 scale, from POLCOMS)
and the fractional difference
between them. NB this is limited
to changes of a factor of 3,
maximum change in oceanic
regions is a factor of 5.7 (Holt
et al. 2012)
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Potential energy anomaly is a metric that does not inform
about vertical structure and strength of gradients.
Higher PEA could correspond to a deeper thermocline or to
a stronger vertical gradient without a change in thermocline
depth. Alternative metrics are the depth and strength of the
thermocline, which could also provide insight into the nature
of the change. Using these metrics Mathis (2013) and Mathis
and Pohlmann (2014) identified a weak shallowing of the
thermocline in the HAMSOM projection, which they
attributed to a weakening of summer wind speeds. In

contrast, the seasonal maximum thermocline depth showed a
clear and strong deepening trend. Mathis and Pohlmann
(2014) attributed this to a delay in thermocline erosion south
of the 50 m depth contour in autumn, caused by a decrease
in seasonal heat loss and wind speeds in the future
(Fig. 6.19).

The spatial extent of stratification is mainly determined
by local bathymetry and tidal amplitude and so is not subject
to significant change (e.g. Mathis and Pohlmann 2014).
Mean and maximum thermocline strength are both

Fig. 6.17 Simulated mean timing of seasonal stratification for present
day (RCM-P 1961–1990, upper), future climate (RCM-F 2070–2098,
middle) and the difference between them (i.e. projected change from
POLCOMS, lower). The graphic shows day of the year (1 January is

day 1) when persistent seasonal stratification starts (left column) and
ends (middle column), and the total number of stratified days (right
column). Grey shaded areas are well mixed throughout the year (Holt
et al. 2010)
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decreasing, due to stronger warming in winter compared to
summer in the HAMSOM projection. Since the temperature
of the deeper waters is largely determined by the water
temperature of the preceding winter, this results in a pro-
gressively smaller temperature difference between surface
and bottom waters under a future climate. This conclusion
from the HAMSOM simulations is in contradiction to results
from Gröger et al. (2013) who found an increasing salinity
difference between surface and bottom water and speculated
that this is due to enhanced river runoff and a strengthening
hydrological cycle through the 21st century. This discrep-
ancy might be explained by different consideration of runoff
changes in both downscalings. In contrast to MPIOM sim-
ulations, which resolve and consider runoff changes, the
HAMSOM-based downscaling experiment is forced by
constant climatological river runoff data based on values for
the latter half of the 20th century over the entire simulation
period. Another reason might be the different downscaling
procedures applied, namely bias corrections for HAMSOM
downscaling and direct forcing with salinity restoring to the
forcing coarse-scale GCM in the coupled atmosphere-ocean
model, which have the potential to modulate regional cli-
mate change impacts.

6.3.5 Changes in Transport and Circulation

A detailed investigation of transport change was undertaken
by Mathis (2013) and Mathis and Pohlmann (2014) based on
one regional scenario only. Projected future changes in cir-
culation were analysed for seasonal mean current velocity
vectors and trend analyses were applied to depth-averaged
current speeds and to volume transports through various
lateral sections in the North Sea. Mathis and Pohlmann
identified an enhanced general circulation and a stronger
northern inflow (Fig. 6.20) in spring, caused by stronger
westerly and north westerly winds in the forcing GCM. For
the other seasons the slightly decreasing mean wind speeds
result in a slightly weaker general circulation. They identi-
fied increasing northern inflow in spring (by about +21 %,
+0.134 Sv; 1 Sv = 1 million cubic metres per second) as the
most significant seasonal 100-year change, which also
dominates on annual scales. The other important change is a
substantial decreasing inflow through Dover Strait in sum-
mer (−38 % or −0.023 Sv). In addition, they found a 12 %
(−0.113 Sv) weakening of the Skagerrak recirculation in
autumn and a 10 % (−0.055 Sv) reduction of the inflow
through the Fair-Isle Passage in winter. A substantial

Fig. 6.18 Fractional change
(calculated as future/past-1) in
potential energy anomaly
(PEA) projected by the regional
POLCOMS forced by the
HadCM3, HadRM3 and
IPSL-CM4.0 global climate
models. The depth limit for PEA
integration is indicated above the
colour scale (1400 m) (results
combined from Holt et al. 2010,
2012 and Wakelin et al. 2012a)
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proportion of the northern inflow reverses into the Norwe-
gian Coastal Current shortly after entering the northern
North Sea, which consequently increases. Due to a weaker
Dooley Current, caused by reduced Fair-Isle inflow, the
northern inflow is guided south-eastwards to a lesser extent
so that more water of North Atlantic origin is able to enter
the central and southern North Sea. A westward strength-
ening of the northern inflow is indicated through increasing
current speed east of the Shetland Islands and in the central
North Sea. The changes in depth-averaged current speeds
across the entire northern North Sea are statistically signif-
icant, as indicated by confidence levels higher than 95 %.

Detailed studies of transport pattern are not available
from other regional scenarios and so it remains open how

large internal variability and inter-model uncertainty is and
whether the projected changes can be considered as robust.
However, an overall increasing inflow was also projected by
ROMS forced by the global climate model BCM
(Ådlandsvik 2008). In contrast to Mathis (2013) and Mathis
and Pohlmann (2014), Ådlandsvik projected an increasing
inflow for almost the entire seasonal cycle. Only the
October and November inflows were projected to decrease
slightly. Using a different setup (ECHAM3-RACOM-
NORWECOM), Friocourt et al. (2012) simulated for the
near future (2031–2050) a decrease in inflow into the North
Sea of about 5 %, for almost the entire seasonal cycle (ex-
ceptions August and November) with the NORWECOM
model.

Fig. 6.19 Spatial distribution of modelled representative 100-year
trends in the relative frequency of thermocline presence (upper row),
depth (middle row), and intensity (lower row) for May (left column),

July (middle column), and September (right column) as simulated by
the HAMSOM model. The black contour lines refer to null trends
(Mathis and Pohlmann 2014)
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6.4 Primary Production, Ocean
Biogeochemistry, Ocean
Acidification

Climate change impacts on primary production and
responsible biogeochemical changes and ocean acidification
were studied in a sub-set of the downscaling experiments
summarised in Tables 6.2 and 6.4. The POLCOMS,
ECOSMO, HAMSOM, Delft3D, NORWECOM and
MPIOM simulations were equipped with a lower trophic
level model (Alheit et al. 2012; Holt et al. 2012, 2014, 2016;
Wakelin et al. 2012a; Gröger et al. 2013; Chust et al. 2014;
Skogen et al. 2014; Pushpadas et al. 2015). Some of these
downscaling scenarios also considered carbonate chemistry,
but published estimates of future ocean acidification are
available only from two regional models: POLCOM-
ERSEM and ECOSMO (Wakelin et al. 2012a; Artioli
et al. 2013, 2014). Although carbonate chemistry was also
considered in MPIOM-HAMOCC-zoom (Gröger et al.

2013) and ECOHAM simulations (Alheit et al. 2012), no
ocean acidification projections for future climate change
have yet been published for these models.

Only the ECOSMO model uses IPCC-AR5 ESM global
forcing (Wakelin et al. 2012a; Pushpadas et al. 2015). All
other downscaling studies of ocean biogeochemistry and all
climate change impact scenarios for ocean acidification are
based on global climate change scenarios from the IPCC
AR4-generation models (Table 6.2). All regional scenarios
lack land-ocean coupling, similar to regional hydrodynamic
scenarios (see Annexes 2 and 3 and Sect. 6.3) and
climate-driven changes in future river loads are neglected in
most regional scenarios in accordance to ESM scenarios
(AR4- and AR5-generation models; Regnier et al. 2013).
Only for the ECOHAM downscaling scenario was an
attempt made to scale river loads by changes in river runoff
(Alheit et al. 2012). Different eutrophication scenarios were
only considered in a couple of near-future studies undertaken
within the MEECE project (Zavatarelli et al. 2013a, b).

Fig. 6.20 a Simulated annual mean depth-averaged current
(DAC) speeds and velocity vectors (model results from HAMSOM).
Net volume transport at various transverse sections and standard
deviations are given in boxes. White arrows illustrate mean flow
direction. b Associated linear 100-year trends and relative changes to

the magnitudes given in a. Red (positive) and blue (negative) arrows
indicate trends. c Stream function of mean depth-integrated (DI) volume
transport. d Confidence levels of the linear trends shown in b (Mathis
and Pohlmann 2014)
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6.4.1 Primary Production and Eutrophication

Production of organic carbon through photosynthesis
(chemosynthesis is not considered here) is controlled by
availability of light and nutrients, and is thus sensitive to
climate change. A decrease in annual net primary production
(netPP) in the northern North Sea was a consistent impact
signal for all scenarios considering North Atlantic impacts
and local atmospheric forcing (Holt et al. 2012, 2014, 2016;
Wakelin et al. 2012a; Gröger et al. 2013; Pushpadas et al.
2015). The decreasing netPP could be largely attributed to a
decrease in cross-shelf nutrient fluxes to the North Sea and a
consequent fall in North Sea winter dissolved inorganic
nitrogen (DIN; Holt et al. 2012, 2014, 2016; Gröger et al.
2013; Pushpadas et al. 2015). The decrease in nutrient fluxes
originates largely from local oceanic stratification changes
on the Northwest European Shelf and near the shelf break,
but as sensitivity experiments by Holt et al. (2012, 2014)
reveal the oceanic far field also contributes. Local stratifi-
cation changes in the North Sea are less important. Projected
decrease in netPP for the end of the century was moderate
for the regional models ECOSMO (12 %) and
POLCOMS-ERSEM (2 %) when forced by the IPSL-CM4.0
ESM (Wakelin et al. 2012a; Holt et al. 2014, 2016;
Fig. 6.21). Projected changes in mean annual netPP from the
ECOSMO-IPSL-CM4.0 scenario were significant and could
be distinguished from climate-driven variability, although
this was not the case for POLCOM-ERSEM results
(Wakelin et al. 2012a). Pushpadas et al. (2015) projected
greater decreases in netPP for regional model scenarios
forced by the ESM MPIOM-HAMOCC (−19 %) and lower
primary production decrease for the scenarios forced by
BCM-HAMOCC (−2.3 %).

Holt et al. (2012) reported that the North Sea is gen-
erally vulnerable to oceanic nutrient changes. However, this
is compensated for by on-shelf processes and the actual
sensitivity is less than expected. Holt et al. (2014) con-
cluded that, like shelf seas in general, the North Sea is
likely to be more robust and less affected by climate
change than the global ocean, where the leading process of
increasing permanent stratification significantly reduces
netPP (e.g. Steinacher et al. 2010). The North Sea is well
mixed for almost half the year, and local stratification
changes are less important and potentially overridden by
other processes (Holt et al. 2014). Strong tidal mixing and
a substantial contribution of recycled production, based to a
large extent on suspended particulate organic material
advected onshore are major controls of ecosystem dynam-
ics in the shallow southern North Sea (Holt et al. 2012).
Holt et al. (2014) hypothesised that these properties may
shelter the North Sea, similar to other shallow and tidally
influenced shelf regions, from some direct impacts of

climate change. Consistent with this hypothesis, the
regional models ECOSMO and POLCOMS-ERSEM both
projected the greatest decreases in production in the deeper
northern North Sea and a moderate decrease or even an
increase in production in the shallower southern North Sea
in most of the scenarios (Holt et al. 2014, 2016; Pushpadas
et al. 2015; Figs. 6.21 and 6.22).

Comparing the two regional model scenarios forced by
the same ESM (IPSL-CM4.0), shows that the pattern of
projected change in netPP and the magnitude of local
increases in the southern North Sea are very similar for both
regional models, but that the modelled local decreases in
other regions are much stronger in the ECOSMO model,
which results in a six-fold larger projected decrease in
overall netPP for the North Sea with the latter model
(Wakelin et al. 2012a; Holt et al. 2014, 2016). A potential
cause of this discrepancy is the temperature-dependent
metabolic rates in ERSEM, which would speed up
growth-and-mortality cycles in a warmer world, and their
omission in ECOSMO (Daewel and Schrum 2013). How-
ever, according to an assessment by Holt et al. (2014, 2016)
this can account for only a small fraction of the discrepan-
cies, mostly along the coast. A more likely candidate is
therefore the cross-shelf exchange of nutrients and thus
on-shelf production, which is modelled differently by the
POLCOMS-ERSEM and IPSL model (Holt et al. 2014).
Differences are especially pronounced for the region south
and west of Great Britain. These regions appeared to be the
most important for nutrient supply to the entire North Sea
system (Holt et al. 2012). The different spatial coverage of
both regional models is therefore of key importance.
ECOSMO, which is forced with boundary nutrients from the
global model on the shelf, is more strongly coupled to the
global model and its projected changes are more similar to
the projected changes by the global model (Chust et al.
2014). In contrast, POLCOMS-ERSEM is forced by
boundary conditions from the global model off-shelf and
resolves cross-shelf exchange. Hence it can deviate more
strongly from the global model and could develop its own
regional dynamics. These findings support the hypothesis
that the different cross-shelf dynamics in the regional and
global model in the shelf break region is a likely cause for
deviations in projected climate change impacts between the
two regional models. The projected change in the Skagerrak
region is also quite different in both regional models. A de-
crease in netPP is projected by ECOSMO and an increase by
POLCOMS-ERSEM. The latter is probably biased by not
resolving the Baltic Sea response and artificial boundary
assumptions for POLCOMS-ERSEM. Steinacher et al.
(2010) reported a drift in the IPSL-CM4.0 ESM A1B sim-
ulation. The degree to which the drift affects regional
downscaling remains unclear and there has been no attempt
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to estimate or remove a potential regional drift in either the
POLCOMS-ERSEM or the ECOSMO downscaling.

The projected decrease in netPP from the MPIOM-
HAMOCC-zoom model scenarios for the North Sea (Gröger
et al. 2013) is 30 % and so substantially larger than estimates
from the regional scenarios discussed above. Gröger et al.
(2013) concluded that regional impacts on netPP are
amplified in the North Sea relative to the global ocean and
hypothesised that the shelf is more vulnerable than the open
ocean, contradicting the findings and conclusions of Wakelin
et al. (2012a), Holt et al. (2014) and Pushpadas et al. (2015).
Possible reasons for opposite findings in the regional studies
are different sensitivities of the cross-shelf exchange in the

global and regional approach caused by different spatial
resolution and sensitivity to the GCM bias and bias correc-
tion (as shown by Holt et al. 2014), and differences in the
regional and global biogeochemical models. That the lower
resolution in the MPIOM-HAMOCC zoom configuration
(Gröger et al. 2013) compared to the regional models is a
major reason for the different sensitivities seems unlikely,
since the MPIOM-zoom resolution did not appear to be
critical for the representation of hydrodynamics compared to
high resolution regional models (not yet published).

More likely factors are differences in the biogeochemical
parameterisations and the forcing GCM. The regional
multi-ESM ensemble study presented by Pushpadas et al.

Fig. 6.21 Simulated present-day
net primary production (netPP)
(left, mean 1980–1999) and
projected change in daily mean
netPP between 1980–1999 and
2080–2099 estimated from the
global IPS-CM4 model (upper)
and from the
IPSL-POLCOMS-ERSEM
(middle) and IPSL-ECOSMO
(lower) regional downscaling,
note the different levels of netPP
simulated by both regional
models (Holt et al. 2014)
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(2015) supported this view, given the large inter-model
spread in North Sea projected changes in netPP, caused by
the parent ESM (Fig. 6.22). From their six-member ensem-
ble the most pronounced decrease in netPP was modelled by
the MPIOM-HAMOCC A1B scenario, however, the pro-
jected decrease in the North Sea is weaker (19 %, exact
numbers to be used with caution, due to differences in area)
when using the regional ECOSMO model compared to the
MPIOM-HAMOCC-zoom, which shows that there is also a
large sensitivity to the biogeochemical parameterisations on

the regional scale. Also, as discussed by Gröger et al. (2013),
the global HAMOCC model lacks many processes consid-
ered relevant on the shelf, including temperature effects on
mineralisation, resolution of the nitrogen cycle and recycled
production, realistic benthic remineralisation and
re-suspension of organic material. This limits performance
of the model in the shallow North Sea and could affect the
sensitivity of primary production to climate change. As a
result, the North Sea decrease in netPP could be overesti-
mated by the MPIOM-HAMOCC-zoom, which was also

Fig. 6.22 Ensemble mean
projected change in net primary
production (netPP) from a
six-member ensemble simulated
with the regional ECOSMO
model. Upper: a ensemble mean
for the SRES A1B scenario
simulations (forced by
BCM-HAMOCC,
MPIOM-HAMOCC and
IPLS-CM4), b ensemble spread
for the A1B scenarios, c ensemble
mean for the RCP4.5 scenarios
(forced by NorESM,
MPIOM-HAMOCC and
IPLS-CM5), and d ensemble
spread for the RCP4.5 scenarios.
Lower, projected monthly change
in netPP from the different
scenarios (redrawn from
Pushpadas et al. 2015)
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considered possible by Gröger et al. (2013). It is important to
note that the correct sensitivity of the North Sea biogeo-
chemistry to climate change is not yet clear, due to the lack
of observations preventing an assessment of the different
regional and global model approaches. Whether the above
mentioned lacking biogeochemical processes are critical to
the sensitivity of the regional biogeochemistry of the North
Sea is also unknown and MPIOM-HAMOCC-zoom as
presented by Gröger et al. (2013) was so far not compared to
other biogeochemical models of the North Sea in detailed
sensitivity studies. Studies for other seas (such as the Baltic
Sea) suggest that even small differences in the parameteri-
sation of biogeochemical processes, and not necessarily only
the complexity of biogeochemical models may already be
significantly affecting model sensitivity to changes in nutri-
ent availability (Eilola et al. 2011).

The ensemble mean projected change in primary pro-
duction forced by ESMs scenarios (IPCC AR4- and
AR5-generation models) and inter-model spread for both
ensembles were compared by Pushpadas et al. (2015;
Fig. 6.22). They found a stronger ensemble mean decrease
in netPP for the RCP4.5 scenarios than the ensemble mean
from the SRES A1B scenario, despite the modelled warming
being less in the newer RCP4.5 scenarios. The inter-model
spread in projected netPP decrease was significantly lower in
most of the area for the RCP4.5 scenarios, with −2.3 to
−19 % for the A1B-AR4 scenarios versus 2.5 to −13 % for
the RCP4.5-AR5 scenarios. However, generalisation from
this finding is premature and not supported by the small
number of ensemble members (three) for the A1B and
RCP4.5 scenarios, respectively. The projected decrease in
netPP and its inter-model ranges in the North Sea are very
similar to the projected global decrease and its inter-model
range (Bopp et al. 2013).

Holt et al. (2014; Fig. 6.23) showed that the different
competing processes have contrasting and spatially struc-
tured impacts on primary production on the shelf. Their
results demonstrated that the oceanic nutrient changes in the
upper water layers due to changes in stratification and the
consequent cross-shelf fluxes are the primary cause for
projected on-shelf netPP decrease in the central and northern
North Sea from the SRES A1B scenario forced by the
IPSL-CM4.0 ESM. The increase in netPP in the shallow
southern North Sea was attributed to changes in wind forc-
ing and thermal forcing. Wind and thermal forcing con-
tribute to faster on-shelf transport of particulate material and
faster recycling of organic material due to increased tem-
perature (Holt et al. 2014). In the central and northern North
Sea modelled netPP changes were negative due to more
stable thermal stratification, a signal that is weak in the
central part and stronger towards the northern boundary and
off the shelf. In the southern North Sea, netPP increased due
to higher air temperature. In this region, the temperature

impact on stratification is inconsequential and the tempera-
ture effect on biological recycling dominates. Averaged over
the entire North Sea, the contributions from temperature
increase leading to increases and decreases in netPP tend to
cancel out, which is in accordance with results from per-
turbation experiments by Drinkwater et al. (2009) and
Skogen et al. (2011).

Wakelin et al. (2012a) used the ECOSMO model to
assess variations in regional projections arising from the
forcing GCM for the combined atmospheric drivers. From
these simulations no consistent atmospheric driver signal
was projected for the North Sea. Both increasing and
decreasing netPP were projected and there is low spatial
correlation between the different projections (Fig. 6.24),
similar to results presented by Holt et al. (2014, 2016).
Overall, the local amplitudes of change stemming from the
atmospheric drivers remain in the O(10 %). Average chan-
ges for the whole North Sea are much lower and wide areas
remain almost unchanged. Comparing the atmosphere-only
(Wakelin et al. 2012a) and atmosphere-ocean scenarios
forced by ocean boundary nutrients from ESMs (Pushpadas
et al. 2015) it can be concluded that decrease in oceanic
nutrients is the dominant process in these scenarios and that
consideration of changes in oceanic nutrient conditions is
critical for reliable projections of future climate impact on
the North Sea biological system.

Near-future scenarios performed with the NORWECOM
and Delft3D-GEM/BLOOM models show minimal changes
in near future netPP, using modelled chlorophyll as a proxy
(Friocourt et al. 2012). However, potential effects of changes
in top-down control on netPP are not addressed when using
chlorophyll as a proxy and could be missed. Seasonal vari-
ation in average chlorophyll concentrations does not differ
much between the control run and the future climate scenario
in either model. Whereas the NORWECOM model shows a
slight decrease in chlorophyll over most of the year, this is
not the case for the Delft3D model. In the latter, the onset of
the spring bloom, as indicated by chlorophyll, occurs earlier
for the future climate scenario compared to the control run
together with a slightly earlier decline in chlorophyll levels.
In the NORWECOM model, the onset of the spring bloom is
unchanged in the future scenario but, like the Delft3D
model, shows a slightly earlier decline in autumn.

Future changes in eutrophication in the North Sea as a
consequence of climate change have been investigated
through scenario simulations with NORWECOM for the end
of the century (Eilola et al. 2013; Skogen et al. 2014). To
assess eutrophication impacts in downscaling scenarios the
OSPAR Commission Common Procedure was applied
(OSPAR 2005), which distinguishes between parameters in
four categories (see Almroth and Skogen 2010): the degree
of nutrient enrichment (Cat. I); the direct effect of nutrient
enrichment, plankton growth (Cat. II); the indirect effect of

6 Projected Change—North Sea 205



Fig. 6.23 Driver experiments
with POLCOMS-ERSEM.
Fractional change (estimated as
future/past-1) in net primary
production (netPP) associated
with five external drivers and
their non-linear interactions:
boundary nutrients (B), wind (W),
short-wave radiation (L), air
temperature relative humidity (A),
precipitation (P), and the direct
effects of temperature on growth
rates (T) (Holt et al. 2014)

Fig. 6.24 Projected fractional
changes (future/past-1) in net
primary production (netPP) for
the end of the century (1970–
1999 vs. 2070–2100). Results
from ECOMSO multi-model
ensemble, atmosphere-only
forced by a IPSL-A1B,
b BCM-A1B, c ECHAM5-A1B,
d NORESM-RCP4.5 (Wakelin
et al. 2012a)
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nutrient enrichment, increased oxygen consumption (Cat.
III); and other possible effects of nutrient enrichment, such
as changes in ecosystem structure (Cat. IV). Several
eutrophication related parameters, such as winter DIN and
dissolved inorganic phosphorous (DIP) and the DIN:DIP
ratio, chlorophyll a, and oxygen can be easily explored with
models and are used as indicators (in accordance with cur-
rent management practices). Eilola et al. (2013) found a
minor increase in winter nutrient levels for a future climate
and projected a slight increase in phosphorus along the
continental coast, while nitrogen is unchanged. A slight
increase is also seen in summer chlorophyll levels in the
German Bight and Kattegat, while the North Sea oxygen
minimum is almost unchanged. Using these indicators,
Skogen et al. (2014) concluded from one scenario that the
overall eutrophication status of the North Sea would remain
unchanged under a future climate. However, an increase in
the river nutrient load caused by increased runoff, which has
the potential to increase winter nutrient levels and eutroph-
ication status near the coast (Zavatarelli et al. 2013a) was not
considered in their assessment. The NORWECOM projec-
tion was forced by the same GCM as the ECOHAM (Alheit
et al. 2012), but using different regional atmospheric,
hydrodynamic and biogeochemical models. The projected
nutrient levels from ECOHAM are higher near the coast,
probably because increasing river loads have been consid-
ered in this simulation. A key weakness of both studies is the
lack of consideration of North Atlantic nutrient changes,
which other studies show have the potential to cause large
changes in pre-bloom nutrient levels and thus overall netPP
(Holt et al. 2012, 2014, 2016). Near-future change in pro-
ductivity and nutrients from climate-driven and direct
anthropogenic eutrophication were investigated by Zavatar-
elli et al. (2013b) with two model systems, the POLCOM-
ERSEM and ECOSMO models and for two different
eutrophication scenarios. These studies confirmed the dom-
inant impact of climate control versus direct anthropogenic
eutrophication control for the offshore North Sea system and
the larger eutrophication impacts in the coastal zone
hypothesised by Zavatarelli et al. (2013a). However, the
short assessment period (only ten years) strongly limits the
ability to distinguish climate change signals and changes
arising from internal variability.

6.4.2 Species Composition
and Trophic Coupling

The ecosystem models employed for regional downscaling
are limited in terms of their potential to model changes in
species composition, community structure and trophic cou-
pling. They typically resolve plankton community structure
by addressing a few functional groups such as diatoms,

nitrogen-fixing bacteria and flagellates. However, this is a
subjective concept and the few groups chosen are arbitrary.
Also, fixed parameterisations are used for vital rates (e.g.
growth rates, mortality rates), and are often used as a tuning
parameter. As a result, these models have very limited
potential to resolve changes in species composition, even at
the base of the food web and projections are highly uncertain
(Follows et al. 2007). Moreover, the models are truncated
food-web models, which do not resolve coupling to higher
trophic levels and the feedback inherent in this coupling
(Fennel 2009).

Holt et al. (2014) investigated the sensitivity of diatoms
relative to the rest of the phytoplankton community using the
POLCOMS-ERSEM model. They found that both functional
groups are sensitive to the projected changes, but that the
amplitude of the projected changes is significantly smaller
for diatoms than for the other phytoplankton functional
groups. The changes are largest during the spring bloom and
in the southern North Sea, when an increase in production
was modelled to be supported by an accelerated growth rate.
The changes were positive for all periods in both groups,
except for summer, when production decreased significantly
for the non-diatom groups.

Examining changes in the near future with the Delft3D-
BLOOM/GEM model (four phytoplankton groups), Frio-
court et al. (2012) found substantial differences in the
average distribution of the different phytoplankton groups
over the year, despite negligible changes in overall chloro-
phyll concentrations. The spring diatom bloom occurred
slightly but consistently earlier in the future climate scenario.
The general trend is for an increase in dinoflagellates and an
earlier onset of growth for this group. In terms of factors
limiting dinoflagellate growth (light-, nitrogen- and
phosphorus-limitation), bloom probability and duration are
higher for the future climate scenario than for the present
day, irrespective of the type of growth limitation. The rela-
tive increase is largest for the nitrogen-limited type of
dinoflagellates.

Wakelin et al. (2012a), Chust et al. (2014) and Pushpadas
et al. (2015) found trophic amplification of the climate
impact on productivity in the North Sea, based on ECOSMO
and POLCOMS-ERSEM downscaling (Fig. 6.25). The rel-
ative decrease in production for the second trophic level is
stronger than for the first trophic level, a phenomenon which
is also widely seen in downscaling studies for other regions
and in the response from the forcing ESM (Chust et al.
2014).

6.4.3 Ocean Acidification

Rising atmospheric CO2 concentrations result in higher
ocean uptake of CO2. This in turn is driving a decrease in
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ocean pH and thus an increase in ocean acidification
(OA) (also known as ‘the other CO2 problem’). However,
OA is a complex process and is also influenced by climatic
and biogeochemical processes. Artioli et al. (2013, 2014)
investigated climate-driven impacts on OA in the North Sea
using the POLCOMS-ERSEM model forced by the
IPSL-CM4.0 ESM. For the end of the century, they found a
significant change in annual mean pH of the order of −0.27,
which is consistent in magnitude to the projected change in
the annual global mean pH. The major driver for this
decrease in pH was clearly the increasing atmospheric CO2

concentration. The projected temperature rise had contrast-
ing effects on OA in their downscaling experiment; both
decreasing the solubility of CO2, which leads to increased
outgassing and lower OA, and increasing dissociation con-
stants, which supports OA. Another but more minor effect is
the decrease in total alkalinity due to the projected fresh-
ening which reduces the buffering capacity of the system. As
Artioli et al. (2013) discussed, this feedback stems from
assuming a simple correlation between total alkalinity and
salinity (Millero 1995). Uncertainty might therefore be large
and the total-alkalinity feedback remains unclear.

Biological processes were identified to be responsible for
a strong modulation of the spatial and seasonal patterns of
climate-driven impacts on OA, with average local variations
of more than 0.4 in pH (Fig. 6.26). In highly productive
areas and during the spring bloom less OA was projected.
Acidification generally peaks in autumn and aragonite
under-saturation was simulated in the present climate for
bottom waters in the central North Sea in spring and sum-
mer, caused by community respiration and simultaneous
stratification, which prohibits ventilation (Artioli et al. 2013,
2014). Artioli et al. (2014) projected an increase in the
seasonal aragonite under-saturation in bottom waters in a
future climate due to increased respiration in deep waters

and benthic systems. The largest seasonal variations in
projected pH change occurred in coastal areas; the projected
local increase in netPP in this area may also have helped to
reduce the projected OA increase by up to 0.1 according to
projections by Artioli et al. (2013, 2014). However, uncer-
tainty in the near-coastal projections for OA is large, since
river runoff and loads have significant potential to override
the OA changes and consistent scenarios and projections for
river nutrients and total alkalinity loads are not available.
The POLCOMS-ERSEM results are consistent with pro-
jections from the ECOSMO model using the same ESM
forcing (Wakelin et al. 2012a). The ECOSMO downscaling
reveals a decrease in mean North Sea pH from 8.09 to 7.87
(1980–1999 to 2080–2099; Fig. 6.27), indicating slightly
weaker OA as projected by Artioli et al. (2013, 2014), and a
continuation of the present almost linear trend of OA in the
North Sea. The small differences in projected change in pH
potentially arise from neglected seasonality in total alkalinity
due to biological processes and total alkalinity changes in
the ECOSMO study, as well as from different coupling
sensitivity to the climate model for both models.

Increasing research efforts in recent years have improved
understanding of OA and raised evidence for the broad
impacts of OA on the marine ecosystem (e.g. Riebesell et al.
2007; Gattuso et al. 2011). Two such impacts namely the
supporting effect of OA on primary production (Riebesell

Fig. 6.25 Plankton response to the SRES A1B scenario as projected
by different regional models forced by the IPSLCM4 earth system
model. The graphic shows fractional change (calculated as
future/past-1) for the end of the century (2080–2100) relative to
present day (1980–2000) (Chust et al. 2014)

Fig. 6.26 Impacts of climate change and ocean acidification (OA) in
the carbonate system as projected by the SRES A1B scenario, the
graphic shows absolute difference in surface pH compared to the
present-day by season (Artioli et al. 2013, 2014)
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and Tortell 2011) and the effect of OA on the nitrogen cycle
(Gehlen et al. 2011) were studied by Artioli et al. (2013).
While using a simplified parameterisation of increased
growth rates for all phytoplankton functional groups, they
found the potential effect of OA on primary production to be
similar in magnitude to the climate-driven impact on primary
production and to enhance spring production and decrease
summer production. This supports a shift from flagellates to
diatoms, a signal which was found to move up the trophic
chain and support mesozooplankton over microzooplankton.
Artioli et al. (2014) concluded that OA and climate change
impacts on primary production could cancel out but could
also amplify, and that regional hydrodynamics and produc-
tivity dynamics need to be taken into consideration. How-
ever, it should be mentioned that these are first attempts to
model the OA impact on primary production and that a very
simple parameterisation was applied to extrapolate available
knowledge on a species level to the entire plankton com-
munity. This is very likely to be an oversimplification, which
could strongly overestimate the potential OA effect on pro-
ductivity as discussed by Artioli et al. (2013, 2014). The
effect of OA on the nitrogen cycle was found to be small
compared to the climate-driven impact on the nitrogen cycle
via increased mineralisation due to higher temperatures
(Artioli et al. 2013).

6.5 Conclusions and Recommendations

Increasing numbers of regional climate change scenario
assessments became available for the North Sea and the new
developments have contributed important understanding of
regional processes mediating climate change impacts in the
North Sea. Improved understanding of processes contribut-
ing to global sea level rise over the last decade has led to
better regional projections of future changes in sea level.
Better projections of future storm surges and waves are

mainly due to better awareness of the factors driving change
in the atmospheric storm track, and a better appreciation of
the relative roles of long-term change and natural variability.
Assessing climate-driven impacts on hydrography, circula-
tion and biogeochemistry has benefited from new and
advanced downscaling methods. Among these are the
regional fully-coupled RCMs, initiated by the Ger-
man KLIWAS project and physical-biological regional
downscaling models, which were coupled with ESMs as part
of the EU project MEECE. The large number of regional
studies now available enables a critical review of current
knowledge on climate change impacts in the North Sea
region and allows the identification of challenges, robust
changes, uncertainties and specific recommendations for
future research.

6.5.1 Robustness and Uncertainties

Coherent findings from the climate change impact studies
reviewed in this chapter include overall increases in sea level
and ocean temperature, a freshening of the North Sea, an
increase in ocean acidification and a decrease in primary
production. In terms of the drivers of these changes, the
impact of natural variability on sea surface temperature and
ocean acidification is less dominant compared to projected
anthropogenic changes, and their projected future changes
appear to be relatively consistent among the different
downscaling scenarios. This is also evident when consider-
ing GCM simulated time-series of future annual average
steric sea level. Unlike atmospheric quantities such as rain-
fall or temperature, the climate change signal exceeds the
simulated natural variability for mean sea level even for
future scenarios with a high degree of emissions mitigation.
Thus a rise in future global sea level is a robust result,
although the precise amount remains uncertain. A projected
regional temperature increase towards the end of the century

Fig. 6.27 Simulated seasonal
mean pH (1980–1999) (upper
panels) and percentage change
(fractional change × 100)
simulated by ECOSMO for a
future climate (2080–2099)
(Wakelin et al. 2012a)
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also appears to be a robust result from the multi-model
ensemble projections reviewed in this chapter. However, the
range in projected future temperature change depends on the
choice of GCM and as the range in projected changes is of
the order of the amplitude of the projected change itself, the
magnitude of the change cannot therefore be considered
robust. On smaller spatial scales a lower signal to noise ratio
is typically expected. Projected regional patterns and sea-
sonal modulation of temperature increase are variable and
their future development is uncertain. The spatial patterns of
sea level rise are also more diverse among the different
regional projections (Pardaens et al. 2011a) but in the latest
IPCC assessment some of the spread across normalised
modelled sea level change patterns appears to have been
eliminated.

A general decrease in ocean pH was a consistent signal
from two regional climate change projections of OA. Off-
shore inter-model differences in projected future ocean pH
appear to be small compared to the magnitude of projected
changes, which could be attributed to the strong impact of
changes in atmospheric CO2 levels on ocean pH in com-
parison to other internal physical and biogeochemical
effects. The projected increase in regional OA for the North
Sea can thus be considered robust for offshore waters,
despite the small number of studies available. In contrast, the
importance of terrestrial impacts near the coast is increasing
and the projections are adversely affected by the lack of
terrestrial coupling and lack of information on river loads
and total alkalinity changes.

Wind changes have a strong impact, inter alia, on local
sea level, storm surges, surface waves, primary production,
circulation, advection of salt- and nutrient-rich water from
the North Atlantic, mixing, stratification, and offshore
transport of river plumes. The North Sea is located in the
land-ocean transition zone of the Northwest European shelf,
which is characterised by very high variability due to the
alternating dominance of the maritime climate of the North
Atlantic and the continental climate (e.g. Backhaus 1989;
Hawkins and Sutton 2009). There are several modes of
variability that are particularly important for the North Sea;
the North Atlantic Oscillation (NAO), the Atlantic Multi-
decadal Oscillation (AMO) and the Atlantic Meridional
Mode (AMM, e.g. Grossmann and Klotzbach 2009). The
large natural variability has a greater impact on the local
North Sea wind field than potential anthropogenic-induced
trends, and strong natural climate variability from annual to
multi-decadal scales (e.g. Arguez et al. 2009) is a particular
challenge when developing projections of climate change in
the North Sea. Regional projections for changes in wind in
existing scenario simulations are not robust for the North Sea
(e.g. Lowe et al. 2009; see also Chap. 5), with many GCMs
still unable to accurately capture features such as the placing
and timing of atmospheric pressure systems in the UK

region (IPCC 2013). The long-term climate trends are
superimposed on the natural modes of variability and dis-
tinguishing between the two in order to identify the
anthropogenic climate change signal is one of the ‘grand
challenges’ of climate change impact studies in marine
regions. This is of particular relevance for the North Sea
region where reliable predictions concerning strongly wind-
influenced characteristics such as local sea level, storm
surges, surface waves and thermocline depth are still
impossible.

Substantial multi-decadal variability in projected climate
change impacts was identified from atmospheric and sea
level studies (e.g. Gaslikova et al. 2013). These multi-
decadal variations bias projected changes estimated for 20-
or 30-year time slices. Whether this is also relevant for ocean
hydrodynamics and biogeochemistry has so far not been
addressed. However, variability in wind fields appears a
strong driver in hydrodynamic and biogeochemical changes
in the North Sea (Skogen et al. 2011; Holt et al. 2014, 2016)
and substantial multi-decadal variations are also to be
expected for hydrodynamics and biogeochemistry (Daewel
and Schrum, 2013).

A common regional finding for those scenarios consid-
ering future variations in oceanic nutrient conditions is a
decrease in future levels of primary production (which are
not always statistically significant). However, the projected
decrease varies widely (from −2 to −30 %) depending on
the driving ESM and the regional model used (Gröger et al.
2013; Holt et al. 2014; Pushpadas et al., 2015). Projections
of future regional primary production are therefore less
robust than for sea level, temperature and OA, which was
also concluded by Bopp et al. (2013) for changes in global
primary production projected by recent ESMs. Uncertainties
in regional projections from multi-model ensembles are still
large for offshore nutrient and salt fluxes and the consequent
changes in netPP. Local atmospheric impacts on netPP
remain dominated by natural variability and a common
response in scenario simulations for lower trophic level
dynamics was hardly identified for atmospheric drivers.
Moreover, extending the regional models into the Baltic Sea
and across the shelf break appears to be critical for the North
Sea. The downscaling studies of Holt et al. (2012, 2014,
2016), Wakelin et al. (2012a), Gröger et al. (2013) and
Bülow et al. (2014), showed the projected change in
cross-shelf exchange probably depends on model resolution
and is critically influenced by GCM biases and by the bias
correction strategies used in the GCM and regional ocean
climate models.

Close to the shelf, the boundary values from ESMs are
impaired by a lack of consistent terrestrial coupling for
nutrient loads (Regnier et al. 2013) and simplified parame-
terisation of physics and biogeochemical cycling in some
ESMs (such as unconsidered re-suspension and tidal
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mixing). The reliability of the near shelf and near coastal
boundary conditions from ESMs is therefore unclear, and
more research is needed to improve understanding of
land-ocean coupling and the regional impacts and feedbacks
to the global scale. Another source of uncertainty is regional
atmosphere-ocean coupling and the advantages and disad-
vantages of using coupled atmosphere-ocean downscaling
versus uncoupled regional atmospheric models to force
regional ocean models.

6.5.2 Future Challenges

The lack of consideration given to terrestrial climate change
impacts and their coupling to the ocean through runoff and
terrestrial carbon and nutrient loads is a major issue. Pro-
jecting terrestrial impacts on salinity and especially on
nutrients, carbon chemistry and alkalinity is a challenge at
both the global and regional scale. Consideration of terres-
trial impacts is critical for a shelf sea like the North Sea and
improved understanding of the coupled dynamics in the
land-ocean transition zone is essential. Many downscaling
studies for the North Sea assume that runoff from the
catchment area and freshwater outflow from the Baltic Sea
will not change under a future climate (e.g. Wakelin et al.
2012a). Only the MPIOM-REMO simulation (see Bülow
et al. 2014) closes the water cycle, although a freshwater
flux-correction is also used here at the global scale (Sein
et al. 2015), which could introduce artificial sources and
sinks and bias the projected changes to an unknown degree.
To date, no attempt has been made to include changes in
terrestrial nutrient loads or alkalinity at the regional scale,
nor is this standard for ESMs (Regnier et al. 2013). Although
the impact of changes in runoff and river loads and in Baltic
Sea outflow properties is probably restricted to the southern
coastal North Sea and the Skagerrak, respectively, a more
consistent approach is needed to address the water and
nutrient budget of the North Sea, one which should consider
the entire land-ocean continuum. A new hydrological model,
HYPE (HYdrological Predictions for the Environment;
Lindström et al. 2010; Arheimer et al. 2012), was recently
developed to calculate river flow and river-borne nutrient
loads from all European catchment areas; this is known as
E-HYPE. In the future, scenario simulations using HYPE
should generate more consistent changes in water and
nutrient budgets. But despite these recent efforts, the
uncertainties in runoff for the end of the 21st century will
still be considerable due to precipitation biases in regional
atmospheric models, as illustrated by Donnelly et al. (2014)
for the Baltic Sea. Projections of nutrient loads are even
more uncertain than projections of river flow due to
unknown future land use and socio-economic scenarios
(Arheimer et al. 2012). Plus, the carbon cycle and carbon

loads are still not considered in the present version of HYPE
and coupled land-ocean carbon scenarios remain for future
work.

Other relevant factors include biogeochemical parame-
terisations, which have substantial impacts on structuring the
ecosystem. For the North Sea system, sediment-water
exchange and its parameterisation are particularly impor-
tant. Further limitations are inherent in present-day regional
biogeochemistry models. Changes in plankton community
structure (e.g. Follows et al. 2007) and consistent trophic
coupling also including higher trophic levels (e.g. Fennel
2009) are not yet incorporated and current models are too
simple to provide reliable estimates of changes in commu-
nity structure or trophic coupling. To date, they are only able
to provide first indications of climate change impacts on
trophic controls and community structure (e.g. Chust et al.
2014; Holt et al. 2014). Projecting future OA impacts on the
regional scale requires better understanding of OA impacts
on productivity, which could affect first-order impacts from
changes in atmospheric CO2 levels (Artioli et al. 2013,
2014).

Regardless of the specific methods employed, the
downscaled simulations and regional studies are ultimately
affected by the driving GCM or ESM. Despite improvements
(e.g. Scaife et al. 2010), the latest generation of GCMs and
ESMs still has significant biases and the spread in projected
global warming among GCMs has not changed from IPCC
AR4 to AR5 (e.g. Knutti and Sedláček 2012). Moreover,
additional uncertainties arise from the downscaling methods
and regional models used (e.g. Holt et al. 2014). From the
simulations presented in this chapter it is clear that identi-
fying best practice in climate downscaling is far from trivial
and not yet achieved. A range of different approaches is
currently used, each with advantages and disadvantages.
A review of the literature shows that choice of regional
model is not critical for the projected mean change, but is
crucial for the projected spatial and seasonal patterns of
regional climate change impacts. Regional models are sen-
sitive to climate model biases and bias corrections are nec-
essary for many applications, such as in modelling seasonal
cycles of stratification and biological productivity. But bias
correction also affects the sensitivity of regional systems to
climate change impacts and might shift a critical change in
one variable to a non-critical range and vice versa (Holt et al.
2014). Future work is required on the effects of global and
regional model bias on regional dynamics and sensitivities to
climate change impacts.

While models and observations have long been used
together for validation, bias correction and re-analysis there
is a movement in general circulation modelling and earth
system science towards the use of observations as a con-
straint on the future change projected by climate models (e.g.
Murphy et al. 2004; Stott and Kettleborough 2002; Cox et al.
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2013). In some cases (e.g. Stott and Kettleborough 2002),
the approach is closely related to optimal detection of past
climate change and uses the model’s ability to simulate past
change in order to derive a distribution of signal weights that
are assumed to apply in the future. In other approaches (e.g.
Murphy et al. 2004), different model versions, using a range
of different parameterisations, are used to simulate the future
but the distribution of possible future scenarios is weighted
according to each model’s ability to simulate recent clima-
tology. While these methods are still evolving they present
an exciting opportunity for improving the projection of
North Sea climate change. First, the methods could allow a
weighting of the boundary conditions to regional simula-
tions. Later they might also be applied directly to regional
simulations. Considerable further work is required to
understand the relevant constraints and optimum statistical
framework for applying them. The result could be a nar-
rowing of the uncertainty range of future projections as the
observed signal of climate change becomes ever stronger.

Regional climate change impact assessment in the coastal
area requires a greater degree of accuracy and more detailed
process consideration than is currently available from GCMs
and ESMs. GCM resolution is constantly improving, but so is
resolution at the regional scale and the demand for detailed
knowledge is expanding. Local planning in relation to cli-
mate change impacts might in future require unstructured
grids or further local downscaling, as shown by Gräwe and
Burchard (2012) for the western Baltic Sea or Zhang et al.
(2015) for the North Sea and Baltic Sea. Combined assess-
ment of climatic and direct human impacts such as eutroph-
ication, fisheries, offshore construction, mining and dredging
is increasingly required. Downscaling methods are therefore
as necessary now as in the future and coupling regional
downscaling models to down-stream impact models (such as
for inundation or biological production at higher trophic
levels; e.g. Daewel et al. 2008) is becoming increasingly
important. Regional and seasonal patterns are very important
for down-stream impact models and the application of such
models requires the identification of robust patterns and
estimates of uncertainty, making ensemble simulations,
including larger sets of GCMs and regional models manda-
tory for the North Sea. Comparing results from different
models to identify the presence or absence of robust change
requires, as a minimum, harmonisation of experiment design,
along the lines of the Coupled Model Intercomparison Pro-
ject (CMIP, http://cmip-pcmdi.llnl.gov), to set standards that
endure beyond the length of individual projects. This in turn
requires a greater degree of organisation and resources in
regional downscaling for the ocean.
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7Projected Change—River Flow and Urban
Drainage

Patrick Willems and Benjamin Lloyd-Hughes

Abstract
Hydrological extremes, largely driven by precipitation, are projected to become more
intense within the North Sea region. Quantifying future changes in hydrology is difficult,
mainly due to the high uncertainties in future greenhouse gas emissions and climate model
output. Nevertheless, models suggest that peak river flow in many rivers may be up to 30 %
higher by 2100, and in some rivers even higher. The greatest increases are projected for the
northern basins. Earlier spring floods are projected for snow-dominated catchments but this
does not always cause an increase in peak flows; peak flows may decrease if higher spring
temperatures lead to reduced snow storage. An increase in rain-fed flow in winter and
autumn may change the seasonality of peak flows and floods. The proximity of a river basin
to the ocean is also important; the closer the two the greater the potential damping of any
climate change effect. In urban catchments, the specific characteristics of the drainage
system will dictate whether the net result of the climate change effect, for example the
projected increase in short-duration rainfall extremes, is to damp or amplify the impact of
this change in precipitation. The response in terms of sewer flood and overflow frequencies
and volumes is highly non-linear. The combined impact of climate change and increased
urbanisation in some parts of the North Sea region could result in as much as a four-fold
increase in sewer overflow volumes.

7.1 Introduction

The hydrological cycle is an intrinsic part of the climate
system. Changes within the climate directly and indirectly
influence the components of the hydrological cycle. As an
illustration, climate change may alter river regimes directly
through changes in rainfall, and indirectly through changes

in temperature, which may change evaporation and affect
snow melt. Differences in rainfall intensity may alter flood
hazards through changes in peak discharge and erosion.
Additionally, temperature changes, especially during sum-
mer, affect the soil water content and groundwater recharge,
and thus water input (from ground water and base flow) to
rivers. As a result, the risk of low flow alters, which can also
impact on water quality, navigation and water availability for
agricultural and industrial purposes. In short, climate change
affects or controls inputs, losses, storage and transfer into the
hydrological system (IPCC 2014). Whether and in what way
this is the case for the North Sea region is the focus of this
chapter, based on a review of available studies on climate
change impacts on river flow in the North Sea region.
Impacts in urban catchments are also considered.

To assess the potential impacts of climate change on river
flow, methods are applied that make use of both climate
models and hydrological models. Climate models simulate
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the climate system to determine the response to changes in
greenhouse gases in the atmosphere (see Chap. 5) while
hydrological models simulate the climate change effect on
the water cycle. To assess the potential impact of climate
change on river flow, climate change signals are used to alter
the input to hydrological models that aim to simulate the
climate-driven response in the hydrological environment.
The strength of the changes depends on the temporal and
spatial scales being examined.

River flow may be affected by changes in land use,
ground water abstraction, hydraulic structures (such as
reservoirs) along the river course, and urbanisation (see
Sect. 7.3.3), among others; none of which are directly linked
to climate change. Such features mean not all climate-driven
hydrological impacts are easily discernible, and so caution is
necessary when attributing hydrological change to ‘climate
change impact’; see also Chap. 5.

7.2 Methodology

7.2.1 Temporal and Spatial Scales

Uncertainties in climate and hydrological models mean
caution must be applied in using the model output to project
climate-driven impacts on river flow. This is especially the
case for studying local hydrological impacts. Local climates
are represented in regional climate models (RCMs) at the
spatial resolution of the RCMs, and are less reliable than the
coarser resolution climate data obtained from the same
RCMs or from global climate models (GCMs). However, the
reliability of climate models is improving due to the ongoing
research in climate science (see the Supplement S7 to this
chapter). The highest resolution RCMs are now in the range
of a few tens of kilometres which reduces the mismatch with
hydrological models that often operate at resolutions of a
few kilometres or less. High resolution models, however, do
not completely resolve the physics of the climate system so
climate model output still requires further scrutiny before use
in regional climate studies.

Although the natural processes addressed in climate and
hydrological models are closely linked, because climate sci-
ence and hydrology are separate disciplines the technical
aspects of these different disciplines require an interface
linking the respective models. This interface allows a realistic
transfer of information between climatic and hydrologic
simulations. Methods at the interface range from the direct
use of climate model output to correct for bias (systematic
over- or underestimations) before use. However, direct use is
rarely implemented due to the bias in climate models. Another
major interfacing issue is the need for high resolution data in
many hydrological applications, both in space and time.
Finer-resolution climate models imply a developmental and

computational burden which translates to higher resources, in
time and money. While efforts to increase the resolution of
GCMs and RCMs continue (e.g. HiGEM, Shaffrey et al.
2009; Kendon et al. 2012) the current state-of-the-art is well
short of the requirements for local hydrological modelling.

These two main interfacing problems are met by applying
statistical downscaling to the climate model output, ulti-
mately in combination with bias correction. The aims of the
bias correction and statistical downscaling are to eliminate
systematic errors between the climate model output and the
corresponding meteorological variables at the finer hydro-
logical impact scales and/or to convert the climate model
output to the finer-scale variables using statistical methods
(Maraun et al. 2010; Gudmundsson et al. 2012a). More
discussion on the mismatch of scales, statistical downscaling
and bias correction is available in the Supplement S7. These
downscaling and bias correction methods have increased
data availability for hydrological assessments. Different
approaches have been developed. Several have been applied
in the North Sea region, depending on the area, type of
hydrological impact, approach and experience of the mod-
eller and available resources, among others.

7.2.2 Analysis

Determining the climate-driven change in river flow typi-
cally includes four steps: evaluating the climate models;
downscaling/bias correction of the hydrological variables
from the climate scenarios; converting climate change
signals/perturbations to hydrological parameters; and simu-
lating the hydrological climate change effect.

Different types of hydrological models have been used for
studying the impact of climate change, depending on the
scale and the processes. Conceptual rainfall-runoff models
have been widely applied to individual catchments because
of their ease of use and calibration (limited number of model
parameters) and because they provide overall runoff esti-
mates at the scale of a catchment or sub-catchment (see
Supplement S7 for examples). In order to capture the spatial
variability of the hydrological response in larger river basins
or regions, spatially-distributed hydrological balance models
have been applied. These can be of a conceptual nature or
more detailed, depending on the types of impacts studied
(e.g. Shabalova et al. 2003; Lenderink et al. 2007;
Thompson et al. 2009; Bell et al. 2012; Huang et al. 2013).
At the continental and global scale, land surface models and
coarse-scale global water balance models are used, such as at
the scale of Europe (e.g. Dankers and Feyen 2008; Feyen
and Dankers 2009; Prudhomme et al. 2012) or the entire
globe (e.g. Arnell and Gosling 2016; Dankers et al. 2014).

Hydrological impact results are typically evaluated for
mean annual or seasonal volumes, but also for flow extremes
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(peak flows and low flows). The latter are of particular rel-
evance for water management, given that they are funda-
mental to flood and water scarcity risks. Peak and low flow
extremes for current and future climatic conditions are typ-
ically compared for quantiles, hence for given exceedance
probabilities or return periods. Such quantiles, for example
the 100-year peak flow, form the basis of water engineering
design statistics. They can be obtained empirically from the
independent extreme flows extracted from the simulated
time series (possible only up to the length of the time series),
or after extreme-value analysis (required for extrapolating
beyond the length of the time series). Bastola et al. (2011),
Arnell and Gosling (2016), Dankers et al. (2014), and Smith
et al. (2014), for example, defined peak flows as annual
maximum flows and extrapolated these based on the Gen-
eralized Extreme Value (GEV) distribution. Lawrence and
Hisdal (2011) did the same but used the Gumbel distribution
as a special case of the GEV, and Kay and Jones (2012)
made use of a generalised logistic distribution. Willems
(2013a) selected independent peak flows from a time series
by means of hydrological independence criteria to obtain a
peak-over-threshold or partial-duration-series. These typi-
cally follow the Generalized Pareto Distribution (GPD), or
the exponential distribution as a special case. The statistical
uncertainty in estimates of large return periods (e.g.
100 years) may be considerable, however, especially when
based on relatively short time series (typically 30 years for
climate model results) (Brisson et al. 2015). Using infor-
mation on flood thresholds or hydraulic flood modelling, the
flow extremes can be related to flood hazard (e.g. return
period of flooding) or even flood risk after considering
functions describing the regional or local relationship
between flood flow or depth and the flood consequences
(Feyen et al. 2012; Ward et al. 2013; Arnell and Gosling
2016).

For impact analysis on urban drainage (sewer floods),
because of the quick response of such systems to rainfall,
changes in short-duration extremes (hourly to sub-hourly)
are considered. These changes are propagated to changes in
sewer flow by full hydrodynamic or conceptual sewer
models; a recent state-of-the-art review of methods,
difficulties/pitfalls, and impact results was made by Willems
et al. (2012a, b).

As well as changes in rainfall and evaporation, for impact
analysis on water quality in urban drainage systems and
along rivers, changes in other variables must also be con-
sidered. Impacts on water quality are not only controlled by
changes in rainfall, but also by (changes in the length of) dry
periods. In the case of longer dry periods in north-western
Europe, river pollution will be less diluted and river water
quality will deteriorate. Some sources of river pollution
might even increase, such as pollution originating from
sewer overflows.

Along sewer systems, longer dry periods cause water and
wastewater to stay for longer in the sewer pipes. Particularly
in the low and flat North Sea region, this will lead to higher
sewer solids sedimentation (Bates et al. 2008). An increase
in short-duration rainfall extremes will not only increase
peak runoff discharges but will also increase wash off from
surfaces (impermeable and permeable) in the sewer catch-
ment. An increase in runoff and sewer peak flows, would
increase the frequency of sewer overflows or the spilling of
storm- and/or waste-water into the receiving river. These
effects are studied by integrated urban drainage models
comprising the sewer system, wastewater treatment plant
and receiving river. Using such a model, Astaraie-Imani
et al. (2012) studied the impact of climate change (and
urbanisation) on the receiving water quality of an urban river
for dissolved oxygen and ammonium using a semi-real case
study in the UK. Another application, but for a catchment in
Belgium and limited to the flow impacts of sewer systems on
receiving rivers was reported by Keupers and Willems
(2013). Other types of climatic change effect along sewer
systems include changes in temperature, which affect sewer
quality processes (Ashley et al. 2008), risk of sulphide
production in the sewer pipes, and increased odour prob-
lems; as well as increased sewer floods and sewer overflows
because of changes in snowmelt patterns in mountainous
regions, sea-level rise in low-lying coastal areas, inflow of
groundwater during the wet season, and increased leakage of
wastewater into the soil during the dry season, among others.

Whatever model type is applied, it is necessary to be
aware that parameters calibrated for historical periods may
not be valid under a changing climate. For instance, it is
known that under dry conditions, soil moisture parameters
are likely to change, which may affect the hydrological
processes by introducing other complex mechanisms
(Diaz-Nieto and Wilby 2005). One way of understanding the
changes is to assess longer hydrological and meteorological
records with significantly different changes in climate and
land use (Refsgaard et al. 2014). However, sufficiently long
time series (e.g. over 100 years) are often not available to
evaluate this assumption.

It is also necessary to be aware of the limitations of the
models in modelling particular types of extremes (e.g. high
flow, low flow). For that reason, methods have been devel-
oped that explicitly validate model performance for high and
low extremes; see Seibert (2003), Willems (2009), and
Karlsson et al. (2013). Van Steenbergen and Willems (2012)
proposed a data-based method to validate the performance of
hydrological models in describing changes in peak flow
under changes in rainfall extremes, prior to their use for
climate change impact investigations. Vansteenkiste et al.
(2013, 2014) compared different hydrological models and
concluded that the impact results of climate scenarios might
significantly differ depending on the model structure and
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underlying assumptions, especially for low flow. Gosling
et al. (2011) applied two types of distributed hydrological
model to different catchments, including the Harper’s Brook
catchment in the UK, to analyse the impact uncertainty from
seven GCM runs. Both models simulated similar climate
change signals, but differences occurred in the mean annual
runoff, the seasonality of runoff, and the magnitude of
changes in extreme monthly runoff. Also, Bastola et al.
(2011) emphasised the importance of incorporating hydro-
logical model structure and parameter uncertainty in esti-
mating climate change impacts on flood quantiles. They
found that the highest model uncertainty is associated with
low frequency flood quantiles and with models that use
nonlinear surface storage structures. Lawrence et al. (2009)
investigated model parameter calibration uncertainty for the
Nordic HBV model calibrated to 115 Norwegian catch-
ments. This was done by selecting 25 parameter sets that
lead to almost equal model performance. In general, how-
ever, hydrological model related uncertainty is low com-
pared to climate model uncertainty (Minville et al. 2008;
Kay et al. 2009). The latter is shown by comparing evalu-
ations of climate and hydrological model performance
against observations; however limited to historical (climate)
conditions. For drought, Prudhomme et al. (2014) concluded
that global hydrological models show a higher uncertainty
than global climate models. At the catchment scale, it
appears that hydrological model impact uncertainties are
greater for low flow than for peak flow (Vansteenkiste et al.
2013, 2014), but are still less than from climate models.

7.2.3 Scenarios

Owing to the high uncertainties involved in the parameter-
isations of the climate models and the future greenhouse gas
scenarios (see Supplement S7), it is better to apply a broad
ensemble set of climate model simulations. Uncertainty in
the future projections can thus be partly accounted for
(Palmer and Räisänen 2002; Tebaldi et al. 2005; Collins
2007; Smith et al. 2009; Semenov and Stratonovitch 2010).
Use of ensemble-based probabilistic projections has been
proposed but would raises questions and difficulties for
impact modellers (New et al. 2007). Linking probabilities to
future scenarios is a commendable idea, but it is not clear
how the use of probabilities would maintain internal con-
sistency, which is a key requirement for impact analysis. It is
pragmatic, therefore, to make use of existing climate change
impact methods, albeit with improvements.

Any ensemble of climate model runs best includes a
broad set of different climate models and greenhouse gas
scenarios (SRES, RCP; see Supplement S7). Note in this
respect that hydrological impact analyses of climate change
to date have largely ignored the most pessimistic projections

for climate change such as the SRES A1FI scenario. It has
been argued that emission trends since 2000 are in line with
the A1FI projections made in the 1990s (Raupach et al.
2007), which means that the A1FI scenario is becoming
more plausible and the most likely projected high flows
could be even higher than those reported here. Recent evi-
dence also suggests that GCM projections underestimate the
amount of warming that is already being observed in western
Europe (van Oldenborgh et al. 2009).

The hydrological impact results reported in this chapter
are primarily based on the SRES scenarios. Hydrological
impact results for the newer RCP-based climate scenarios
were still limited at the time this chapter was drafted (first
global results exist: Dankers et al. 2014; Prudhomme et al.
2014), but it would be worth more extensively testing the
change and consistency in impact results between the SRES
and RCP-based scenarios.

In addition to uncertainties in the climate process mod-
elling and greenhouse gas scenarios, the downscaling
method used adds to uncertainty in the climate scenarios (see
more discussion in the Supplement S7). Impact modelling
based on large ensembles of climate model simulations
under different downscaling assumptions remains difficult in
practice because of the high computational costs associated
with hydrological and hydraulic modelling. A pragmatic
approach would be to summarise the different meteorologi-
cal impact results of climate change in a limited set of
(tailored) scenarios. Examples include the UKCIP02 (Hulme
et al. 2002), UKWIR06 (Vidal and Wade 2008), and
UKCP09 scenarios in the UK (Murphy et al. 2009), the
KNMI’06 scenarios in the Netherlands (Van den Hurk et al.
2006; de Wit et al. 2007), and the CCI-HYDR scenarios in
Belgium (Willems 2013a; Ntegeka et al. 2014).

Figure 7.1 illustrates how the CCI-HYDR high, mean
and low scenarios for one particular season are based on the
highest, average and lowest climate factors for the entire set
of potential scenarios considered. The changes for different
seasons are combined in different versions such that they
lead to high, mean, and low impacts for specific (tailored)
hydrological applications, for example winter floods, sum-
mer flash floods and summer low flows. This is the opposite
of the KNMI’06 scenarios that are based on meteorological
considerations only (Fig. 7.2, where scenarios W and G refer
to higher or lower changes in temperature, and the scenarios
W+ and G+ to stronger changes in atmospheric circulation).

7.3 Projections

7.3.1 North Sea Region

Numerous studies indicate that in north-western Europe a
warmer climate may lead to an increase in intense rainfall
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(e.g. Kundzewicz et al. 2006; Hanson et al. 2007) and to
longer dry periods (e.g. Good et al. 2006; May 2008), and
consequent changes in river flows, as is shown in Table 7.1
based on a review by the European Environment Agency
(EEA 2012) and the Intergovernmental Panel on Climate
Change in its Fifth Assessment (IPCC 2014). The projec-
tions indicate an intensification of rainfall during both winter
and summer, but for summer, although the heavy rainfall
events may become more intense the intensity of the light
and moderate events will decrease. How these meteorolog-
ical changes will affect river flow shows strong seasonal and
regional differences. For north-western Europe, the intensity
and frequency of winter and spring river floods are generally
expected to increase (EEA 2012).

Based on climate projections from three GCMs and
impact analysis in three relatively coarse resolution global
hydrological models, Prudhomme et al. (2012) found that
river flow in north-western Europe (e.g. Great Britain) would

increase in winter with concurrent increases in regional high
flow anomalies, and would decrease in summer. Giving
particular attention to daily peak flow and related flood risk,
Hirabayashi et al. (2013), Arnell and Gosling (2016) and
Dankers et al. (2014) found strong sub-regional variations in
Europe with both increases (mostly for the UK, France and
Ireland) and decreases in the size of the flood-prone popu-
lations. Giving particular attention to hydrological droughts,
Prudhomme et al. (2014) found significant increases in the
frequency of droughts of more than 20 % in central and
western Europe. Also based on a coarse-scale hydrological
model, but this time with a focus on the main rivers in
Europe, Feyen and Dankers (2009) found stream flow
droughts will become more severe and persistent in most
parts of Europe by the end of the century, except in the most
northern and-north eastern regions.

However, it should be noted that these results are based
on only one RCM run (HIRHAM 12-km resolution model;

Fig. 7.1 High-mean-low tailored
climate scenarios to simplify the
flood impact analysis based on an
ensemble set of climate model
simulations (here: factor change
in daily rainfall quantiles from
1961–1990 to 2071–2100 for A2
and B2 SRES scenarios and all
RCM runs available for Belgium
from the EU PRUDENCE
project; Ntegeka et al. 2014)

Fig. 7.2 Tailored climate
scenarios: hydrological impact
based (left CCI-HYDR, Ntegeka
et al. 2014) versus meteorological
based (right KNMI’06, van den
Hurk et al. 2006)
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A2 and A1B SRES scenarios). Based on the same RCM runs
and the same hydrological model, Dankers and Feyen (2008)
and Rojas et al. (2011) focused on the flood hazard climate
change impact and found that extreme discharge levels may
increase in magnitude and frequency in parts of western and
eastern Europe. In several rivers, the return period of what is
currently a 100-year flood may decrease to 50 years or less.
Rojas et al. (2012) extended the analysis by applying the
same hydrological model to 12 RCM runs, and concluded
that results show large discrepancies in the magnitude of
change in the 100-year flood for the different RCM runs.
Some regions even show an opposite signal of change, but
for many regions the projected changes are not statistically
significant due to the low signal-to-noise ratio. Western
Europe and the British Isles show a robust increase in future
flood hazard, mainly due to a pronounced increase in
extreme rainfall. A decrease in the 100-year flood, on the
other hand, is projected in southern Sweden because the
signal is dominated by a strong reduction in snowmelt-
induced spring floods, which offsets the increase in average
and extreme precipitation. This is also valid for other
snowmelt dominated areas of the North Sea region.

Another Europe-wide hydrological impact study was
undertaken by Schneider et al. (2013) who applied the global
hydrological model WaterGAP3 on a 50′ × 50′ European
grid. Climate change impacts were based on three GCMs
after bias correction. Looking at their results for the North
Sea region, they found that flow magnitude was more
affected in the northern parts of the North Sea region, such as
Sweden and Norway, with strong increases projected in
winter precipitation. The lowest impacts across Europe were
found in western Europe (i.e. the UK, Ireland, Benelux,
Denmark, Galicia and France). The difference is due to the
additional impact of temperature on snow cover in the
northern region. The greatest impact on peak flows in
Scandinavia occurred in April, rather than May, one month
earlier in the future. Earlier snowmelt in spring and sporadic
melt events in winter will reduce snow storage. However, in
Sweden and Norway, these effects were more than com-
pensated for by higher precipitation. During summer (June
to September), increased precipitation is offset by greater
evapotranspiration. Scandinavia is the only region in Europe
where elevated low flows are projected.

7.3.2 Sub-region or Country-Scale

7.3.2.1 Belgium
Using finer scale hydrological models (c.f. Sect. 7.3.1), more
local European climate studies have projected similar cli-
mate change impacts. For 67 catchments in the Scheldt river
basin in Flanders, Boukhris et al. (2008) found that extreme
peak flows in rivers may increase or decrease depending on
the climate scenario used. Winter rainfall volumes increase
but evapotranspiration volumes also increase. Depending on
the balance between rainfall increase versus evapotranspi-
ration increase, the change in net runoff may switch from
positive to negative. From a set of 31 statistically down-
scaled RCM simulations and more than 20 GCM simulations
available for Belgium, the most negative change led to an
increase in the river peak flows of about 30 % for the 2080s
(Fig. 7.3).

Impacts on river low flows were more uniform. All of the
climate model simulations projected a decrease in river
low flow extremes during summer. For Belgian rivers, the
change in low flow extremes projected for the 2080s ranged
between −20 and −70 % (Fig. 7.3). The drier summer
conditions for Belgium lead to lower groundwater levels, as
shown by Brouyére et al. (2004) and Goderniaux et al.
(2009) for the Geer catchment, and by Dams et al. (2012)
and Vansteenkiste et al. (2013, 2014) for the Nete
catchment.

7.3.2.2 Northern France
Within the main river basins in France, Boé et al. (2009)
found a decrease in mean discharge for summer and autumn.
They also simulated a decrease in soil moisture, and a
decrease in snow cover, which was especially pronounced at
low and middle altitudes. The low flows in France become
more frequent. This was also found by Habets et al. (2013)
for the rivers Seine and Somme in northern France, based on
seven hydrological models ranging from lumped
rainfall-runoff to distributed hydrogeological models, and
three downscaling methods. A general decrease in river flow
of at least 14 % occurred at the outlets of the Seine and
Somme basins by the 2050s and at least 22 % by the 2080s.
More than 90 % of projections showed a decrease in sum-
mer flow at these outlets. For the winter high flows, about

Table 7.1 Typical change in inland river flows for northern and north-western Europe (EEA 2012; IPCC 2014)

Variable Northern Europe North-Western Europe

Observed Projected Observed Projected

River flow + + (+) +

River flood ± + +

River low flow (drought) 0 + 0 −

+ increase; − decrease; ± increase and decrease; 0 little change
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10 % of projections showed the possibility of increased flow
in winter in the River Seine and throughout the year in the
River Somme, while 10 % projected a decrease of more than
40 % in river discharge at the basin outlets. For the same
basins, Ducharne et al. (2011) found little change in the risk
of floods for the 10- and 100-year return periods.

7.3.2.3 Germany
For various river basins in Germany, including the Ems,
Weser, Elbe and Rhine (up to the Rees gauge station), based
on two RCM simulations Huang et al. (2013) found an
increase of about 10–20 % in the 50-year flood levels in the
rivers Weser, Rhine, Main, Saale and Elbe. The Ems showed
no clear increase and the Neckar a 20 % decrease. In contrast,
the Wettreg statistical downscaling method projected a
decrease in flood level for the Ems and Weser (10 %), and
Saale (20 %) river basins, and no distinct change for the Main
and Neckar. For the River Rhine, Shabalova et al. (2003)
found future climate scenarios to result in higher mean dis-
charges in winter (about +30 % by the end of the century),
but lower mean discharges in summer (about −30 %), par-
ticularly in August (about −50 %). Temporal variability in
the 10-day discharge increased significantly, even if temporal
variability in the climatic inputs remains unchanged.
The annual maximum discharge increases in magnitude
throughout the Rhine and tends to occur more frequently in
winter, suggesting an increasing risk of winter floods. At the
Netherlands-German border, the magnitude of the 20-year
maximum discharge event increased by 14–29 %; the
present-day 20-year event tends to reappear every 3 to
5 years. The frequency of low and very low flows increases,
in both scenarios alike. Studying changes in 10-day precip-
itation sums for return periods in the range 10 to 1000 years

in the Rhine basin (within the scope of the RheinBlick2050
project), van Pelt et al. (2012) found changes of up to about
+30 %. Pfister et al. (2004) projected increased flooding
probably due to higher winter rainfall for the Rhine and
Meuse river basins. Most hydrological simulations suggest a
progressive shift of the Rhine from a ‘rain-fed/meltwater’
river to a mainly ‘rain-fed’ river. Studying projected change
in the 1250-year peak flows in the Rhine and Meuse rivers,
which are used as the basis for dike design along these rivers,
deWit et al. (2007) found the 1250-year peak flow to increase
from 16000 to 18000 m3 s−1 by 2100 for the Rhine and from
3800 to 4600 m3 s−1 for the Meuse. For low flow, they found
stronger seasonality in the discharge regime of the Meuse:
increased low discharge in winter and decreased low dis-
charge in summer. The same findings were obtained by van
Huijgevoort et al. (2014).

7.3.2.4 Ireland
For catchments in Ireland, Bastola et al. (2011) simulated
monthly changes derived from 17 GCM runs to the input of
four hydrological models, and quantified the impact on flood
quantiles up to 100-year return periods. They also studied
the sensitivity of the impact results within and between
hydrological models. The results show a considerable
residual risk associated with allowances of +20 % when
uncertainties are accounted for and that the risk of exceeding
design allowances is greatest for more extreme, low fre-
quency events (Fig. 7.4) with major implications for critical
infrastructure such as culverts, bridges, and flood defences.

7.3.2.5 Scandinavia
In the Scandinavian countries, the increase in peak flows is
higher than in other North Sea countries due to the higher

Fig. 7.3 Percentage change in
low flows for a low/dry
CCI-HYDR climate scenario
(upper) and peak flows for a
high/wet CCI-HYDR climate
scenario (lower), averaged for
return periods of 1–30 years, for
2071–2100 and 67 catchments in
Flanders, Belgium (Boukhris
et al. 2008)
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increase in winter rainfall. In Norway, Lawrence and Hisdal
(2011) studied the changes in flood discharges for 115
unregulated catchments. Projected changes in peak flow
quantiles for return periods of 200, 500 and 1000 years show
strong regional differences (Fig. 7.5). These regional differ-
ences are explained by the role of snowmelt versus rainfall
and how they increase the peak flows. This is, however,
different for catchments where peak flows are mainly due to
snow melt in spring. In this case, increased winter temper-
ature will cause reduced snow storage, and thus decreased
peak flows. An exception is catchments at higher elevations
in areas where winter precipitation continues to fall pre-
dominantly as snow and higher spring temperatures produce
more rapid snowmelt (SAWA 2012). In addition to changes
in snowmelt-induced peak flows, the timing of the peak
flows becomes earlier (i.e. spring rather than summer).
Changes in the seasonality of peak flows occurs in catch-
ments where flows driven by snowmelt decrease but flows
driven by winter and autumn rainfall increase. The median
projected change in the ensemble of hydrological projections
for Norway at 2071–2100 varied from +10 to +70 % in
catchments located in western and south-western regions
(Vestlandet), coastal regions of southern and south-eastern
Norway (Sørlandet and Østlandet) and in Nordland, and
decreased down to −30 % for northernmost areas (Finnmark
and parts of Troms) and middle and southern inland areas
(Hedmark, Oppland, and parts of Buskerud, Telemark and
Trøndelag).

Similar results to eastern Norway were obtained by
Andréasson et al. (2011) for Sweden; see the regional dif-
ferences in 100-year peak flows in Fig. 7.6. They are based
on spatial interpolation, without taking into account the
influence of river regulation effects. The northern catchments
in Sweden mostly show decreasing peak flows towards the
end of the century, whereas the southern basins show
increasing 100-year flows. The changes in peak flows vary

from −45 to +45 %. A similar range was found by
Teutschbein et al. (2011) and Teutschbein and Seibert
(2012) for five catchments in Sweden.

Andersen et al. (2006) studied the climate change impact
for six sub-catchments within and for the entire Gjern river
basin in Denmark, but only based on one RCM simulation.
Mean annual runoff from the river basin increased by 7.5 %,
whereas greater changes were found for the extremes. The
modelled change in the seasonal hydrological pattern is most
pronounced in first- or second-order streams draining loamy
catchments, which currently have a low base-flow during
summer. Reductions of 40–70 % in summer runoff are pro-
jected for this stream type. Similar conclusions were obtained

Fig. 7.4 The 95th percentile, 5th percentile and median value for modelled flood quantiles (5-, 25-, 50- and 100-year return periods) for the Moy
river basin (left) and Boyne river basin (right) in Ireland (Bastola et al. 2011)

Fig. 7.5 Median projected change in peak flows for 200-year return
period and 2071–2100 for 115 unregulated catchments across Norway
(Lawrence and Hisdal 2011; SAWA 2012)
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based on the same RCM run for five major Danish rivers
divided into 29 sub-catchments by Thodsen (2007). The river
discharge that exceeded 0.1 % of all days increases approx-
imately 15 %, and the 100-year flood is modelled to increase
11 % on average. Andersen et al. (2006) also studied the
climate change impact on diffuse nutrient losses (i.e. losses
from land to surface waters). Simulated changes in annual
mean total nitrogen load were about +8 %. Even though an
increase in nitrogen retention in the river system of about 4 %
was simulated in the scenario period, an increased in-stream
total nitrogen export occurred due to the simulated increase in
diffuse nitrogen transfer from land to surface water.

7.3.2.6 UK
For eight catchments in northwest England, Fowler and
Kilsby (2007) used an ensemble set of simulation results
with the HadRM3H RCM (UKCIP02 scenarios) and

undertook a comprehensive treatment of climate modelling
uncertainty. They concluded that annual runoff is projected
to increase slightly at high elevation catchments, but to
reduce by *16 % for the 2080s at lower elevations. Impacts
on monthly flow distribution are significant, with summer
reductions of 40–80 % of mean flow, and winter increases of
up to 20 %. The changing seasonality has a large impact on
low flows, with 95 %-percentile flows projected to decrease
in magnitude by 40–80 % in summer months (Fig. 7.7). In
contrast, high flows (>5 %-percentile flows) are projected to
increase in magnitude by up to 25 %, particularly at high
elevation catchments, providing an increased risk of flooding
during winter. Based on the same RCM and with a focus on
river flood hazards in winter, Kay et al. (2006) found
increased flood hazard particularly in East Anglia and the
Upper Thames, with flood peaks in some places increasing
by more than 50 % for the 50-year return level. Clear
regional differences were also found by Arnell (2011) and
Christierson et al. (2012) after analysing many UK catch-
ments and several climate models or scenarios. Based on six
catchments across the UK, Arnell (2011) found clear dif-
ferences between northern and southern catchments, with
large climate change effects in winter in the north and
summer in the south. After analysing 70 UK catchments,
Christierson et al. (2012) found major differences between
the western and northern mountainous part of the UK and
the rest of the UK, with an increase in winter river flow over
the western part but less clear results or a decrease in mean
monthly river flows all year round. In summer, most
catchments showed negative or very slightly positive chan-
ges, with the largest flow decrease in the Thames, Anglian
and Severn river basin districts, with decreases of 10 % or
more in mean monthly flows all year round and even more in
summer.

A specific study for the River Thames by Diaz-Nieto and
Wilby (2005) concluded that substantial reductions in sum-
mer precipitation accompanied by increased potential evap-
oration throughout the year, lead to reduced river flow in late
summer and autumn. Kay et al. (2006) found the same sit-
uation even in winter for some catchments in the south and
east of England despite an increase in extreme rainfall
events. This was explained by higher soil moisture deficits in
summer and autumn that may have an influence up to the
start of winter. Also for the Thames basin, but based on the
more recent UKCP09 scenarios, Bell et al. (2012) found a
10–15 % increase in winter rainfall by the end of the cen-
tury. This might potentially lead to higher flows than the
River Thames can accommodate. Towards the downstream
end, they estimated an average change in modelled 20-year
return period flood peaks by the 2080s of 36 % (range −11
to +68 %).

For the River Avon catchment, Smith et al. (2014)
obtained changes in the 25-year return period flows of +15,

Fig. 7.6 Median projected change in spatially interpolated peak flows
for 100-year return period and 2069–2098 for Sweden (Andréasson
et al. 2011; SAWA 2012)
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+2 or +7 % based on three different methods for transferring
the climate model output to hydrological model input. For
200-year peak flows, these percentages increased to +22 +19
and +6 %. For the River Medway catchment, Cloke et al.
(2010) found a significant lowering of summer flow with a
more than 50 % reduction for 2050–2080 and up to 70 % in
some months. For six other UK catchments, Arnell (2011)
simulated changes in summer runoff of between −40 and
+20 %.

In terms of groundwater recharge, Herrera-Pantoja and
Hiscock (2008) concluded that by the end of the century
decreases in recharge of between 7 and 40 % are expected
across the UK, leading to increased stress on local and
regional groundwater supplies that are already under pres-
sure to maintain both human and ecosystem needs.

The impacts that these hydrological changes may have in
terms of flood and water availability risk were assessed by
the UK-Government funded initiative AVOID (Warren et al.

2010; MetOffice 2011). Based on an ensemble set of 21
GCMs, it is shown that nearly three-quarters of the models
project an increase in flood risk. For the 2030s and averaged
over the UK as a whole, the change ranges from −20 to
+70 %, with a mean of +4 % (Fig. 7.8). Larger increases are
shown for longer time horizons. Overall, the models show a
tendency for a large increase in flood risk for the UK as a
whole.

The water availability threat in the UK (calculated using
the Human Water Security Threat indicator by Vörösmarty
et al. 2010) ranges from very high in the south-east to
moderate in the south, Midlands, and southern Scotland
(Fig. 7.9). For southern England, the loss in deployable
water output due to climate change and population growth is
estimated to be 3 % by 2035 (Charlton and Arnell 2011).
Increased irrigation requirements were also found for the
south-east and north-west of England (Henriques et al.
2008).

Fig. 7.7 Change in 95 %-
percentile flow between the
HadRM3H control and future
scenarios for 2020s, 2050s and
2080s time-slices. The
uncertainty bounds are for the
different SRES scenarios (Fowler
and Kilsby 2007)

Fig. 7.8 Change in average
annual flood risk for the UK,
based on 21 GCMs under two
emission scenarios (A1B and
A1B-2016-5-L), for four time
horizons (MetOffice 2011). The
plots show the 25th, 50th, and
75th percentiles (represented by
the boxes), and the maximum and
minimum values (shown by the
extent of the whiskers)
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7.3.2.7 Comment on Low Flows
Although models project that climate change will cause a
decrease in low flows in north-western European rivers over
the coming decades, it should be noted that most models
have low accuracy in the simulation of low flow extremes.
Evidence for this is provided by Gudmundsson et al. (2012b)
based on nine large-scale hydrological models after com-
parison to observed runoff from 426 small catchments across
Europe. Further evidence is provided by Vansteenkiste et al.
(2013, 2014) for a catchment in Belgium. Low accuracy for
low flows is associated with the representation of hydro-
logical processes, such as the depletion of soil moisture
stores (Vansteenkiste et al. 2013, 2014).

7.3.2.8 Estuaries
In addition to changes in inland rainfall, temperature and
reference evapotranspiration, which lead to changes at the
upstream boundaries of estuaries, it is also important to
consider changes in the downstream coastal boundary. In
relation to the Scheldt estuary (Fig. 7.10), Ntegeka et al.
(2011, 2012) studied projected changes in mean sea level,
storm surge levels, wind speed and wind direction, and their
correlation with changes in inland rainfall (see also Mon-
baliu et al. 2014 and Weisse et al. 2014). The changes in
storm surge levels were derived from changes in sea-level
pressure (SLP) in the Baltic Sea, the Atlantic Ocean area
west of France, and the Azores, and a correlation model
between SLP and storm surge level. The model was derived
after analysing SLP composite maps and SLP-surge corre-
lation maps (Fig. 7.11) for days where the surge exceeds
given thresholds (for different return periods). Correlations

were identified between the inland (rainfall, runoff) and
coastal climatic changes. Based on the ensemble set of
change factors, tailored climate scenarios (tailored for the
specific application of flood impact analysis along the
Scheldt) were developed to the 2080s. After statistical
analysis, a reduced set of climate scenarios (‘high’, ‘mean’
and ‘low’) was derived for each boundary condition (runoff
upstream, mean sea level, and surge downstream). Smart
combinations of the scenarios account for the correlation
between boundary changes (Monbaliu et al. 2014; Weisse
et al. 2014).

7.3.2.9 Overview
Table 7.2 summarises the hydrological impact studies
reviewed in this assessment. Because many of the studies
report climate change impacts on peak river flows, the
impacts were reported as percentage change by the end of
the century. Many other hydrological variables are also of
relevance, such as mean or low flows, but fewer studies
report percentage change in these variables or the various
study results are not directly comparable (e.g. derived at
different time scales: annual vs. seasonal or monthly). It
should also be noted that in several regions, the sign and
order of magnitude of change are not consistent when results
from different studies are compared. This reflects differences
in methodology (number and type of climate model and
greenhouse gas scenario, type of hydrological-hydraulic
impact model, and statistical downscaling and analysis
approach; see the Supplement S7 for more discussion on
such issues), as well as uncertainties in the numerical pro-
jections of changes in hydrology. That results on changes in

Fig. 7.9 The human water
security threat for the UK
(MetOffice 2011)
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flood magnitude and frequency resulting from climate
change are unclear was also concluded by the international
review of Kundzewicz et al. (2013). It makes clear—as
stressed in Sect. 7.2—that great care must be taken when
conducting model-based impact analyses of climate change
and in interpreting the results. Typical issues include con-
sideration of only one or few climate models, greenhouse
gas scenarios and/or hydrological models; poor calibration
and validation of models; and inaccuracies of the models in
extrapolating beyond historical conditions.

7.3.3 Urban Catchments

Hydrological analyses of urban catchments are based on
studies with a particular focus on fine-scale meteorological
and hydrological processes (as explained in Sect. 7.2.2).

A recent review by Willems et al. (2012a, b) and
Arnbjerg-Nielsen et al. (2013) of the impacts of climate
change on short-duration rainfall extremes and urban drai-
nage showed that short-duration rainfall extremes were
projected to increase by 10–60 % in 2100 relative to the
baseline period (1961–1990). An urban drainage system
may damp or amplify changes in precipitation, depending on
the system characteristics. For the sewer network of Lund,
Sweden, Niemczynowicz (1989) found the relative change
in urban runoff volume to be higher than for the rainfall
input. They found that a 30 % increase in the 40-min rainfall
intensity would lead to a 66–78 % increase in sewer over-
flow volume (depending on a return period of between 1 and
10 years and the type of design storm). In Sweden, Olsson
et al. (2009) found an increase in the number of urban
drainage system surface floods of 20–45 % for Kalmar in
2100. For Odense in Denmark, Mark et al. (2008) found
flood depth and the number of buildings currently affected
once in every 50 years would correspond to a return period
of 10 years in the future (based on the impacts discussed by
Larsen et al. 2009 and Arnbjerg-Nielsen 2012). For Ros-
kilde, also in Denmark, Arnbjerg-Nielsen and Fleischer
(2009) found that a 40 % increase in design rainfall inten-
sities would lead to a factor of 10 increase in the current
level of damage costs related to sewer flooding. The actual
change in cost will depend on catchment characteristics. In a
similar study for another location with the same increase in
rainfall intensity, Zhou et al. (2012) reported a factor 2.5
increase in annual costs. A common conclusion, however, is
that the main impact of an increase in precipitation extremes
is not primarily related to the additional cost associated with
the most extreme events, but rather with the damage
occurring far more frequently.

A higher factor increase in sewer impacts compared to the
factor increase in rainfall was also reported by Nie et al.
(2009) for Fredrikstad, Norway. They concluded that the
total volume of water spilling from overflowing manholes is

Fig. 7.10 Case study on the
Scheldt Estuary: boundary
conditions are the downstream
surge (North Sea) and the
upstream river flows (different
rivers) for which correlation in the
changes needs to be taken into
account (Ntegeka et al. 2012)

Fig. 7.11 Correlation between storm surges along the Belgian North
Sea coast at Ostend and sea-level pressure over the North Atlantic
region (mean based on historical events) (Ntegeka et al. 2012)
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Table 7.2 Summary of impact results on river flows available for the North Sea region

Region Source GCM-RCM(s) considered Greenhouse gas
scenario(s)

Hydrological-hydraulic
impact model(s)

Change in river
peak flow by 2100

Belgium Boukhris et al. (2008),
Ntegeka et al. (2014);
Vansteenkiste et al. (2013, 2014),
Tavakoli et al. (2014)

31 PRUDENCE RCM
runs, 18
ENSEMBLES RCM runs

SRES A1, A1B, A2,
B1, B2

Lumped conceptual NAM, PDM,
VHM spatially distributed
MIKE-SHE, WetSpa

Up to +30 %

Denmark Andersen et al. (2006),
Thodsen (2007)

HIRHAM RCM nested in
ECHAM4/OPYC GCM

SRES A2 NAM rainfall runoff model /Mike
11–TRANS modelling system

Up to 12.3 %

France Boé et al. (2009),
Habets et al. (2013),
Ducharne et al. (2011)

6 IPCC AR4 GCM runs SRES A1B and A2 Hydrological models MARTHE,
MODCOU, SIM, CLSM, EROS,
GARDENIA and GR4 for Seine
and Somme

No significant
change

Germany Huang et al. (2013) REMO & CCLM RCMs SRES A1B, A2, B1 SWIM eco-hydrological model −20 to +20 %

Germany–
Netherlands

van Pelt et al. (2012) 5 RCMs mainly
ENSEMBLES + 13
CMIP3 GCMs

SRES A1B HBV model Rhine basin

Ireland Bastola et al. (2011) 17 GCMs AR4 SRES A1B, A2, B1 4 conceptual models (HyMOD,
NAM, TANK, TOPMODEL) for 4
catchments

Most up to +20 %

Netherlands Shabalova et al. (2003), Lenderink
et al. 2007

HadRM2 and HadRM3H
RCMs

SRES A2 (for
Lenderink et al. 2007)

RhineFlow distributed
hydrological model

Up to +30 %

de Wit et al. (2007) KNMI’06 scenarios Rhineflow and Meuseflow
distributed hydrological models

Leander et al. (2008) 3 PRUDENCE RCMs SRES A2 HBV model Meuse basin

Norway Lawrence and Hisdal (2011) 13 RCM runs RegClim &
ENSEMBLES

SRES A1B, A2, B2 HBV rainfall runoff model
‘Nordic’ version

−30 to +70 %

Sweden Andréasson et al. (2011),
Teutschbein et al. (2011),
Teutschbein and Seibert (2012)

12 RCM runs SMHI &
ENSEMBLES

SRES A1, A2, B1, B2 HBV rainfall runoff model −45 to +45 %

UK Cameron (2006) UKCIP02 climate change
scenarios: HadRM3 RCM
nested in HadCM3 GCM

TOPMODEL

Kay et al. (2006) 1 RCM: HadRM3H
(UKCP02)

SRES A2 Simplified PDM lumped
conceptual rainfall runoff model

Some up to +50 %

Fowler and Kilsby (2007) Ensemble of runs for 1
RCM: HadRM3H
(UKCP02)

SRES A2 ADM model Up to +25 %

Chun et al. (2009) 7 GCMs & RCMs pd4-2par conceptual rainfall-runoff
model for 6 catchments

Cloke et al. (2010) HadRM3 RCM: subset of
UKCP09 scenarios

SRES A1B CATCHMOD semi-distributed
conceptual model for Medway
catchment

Arnell (2011) 21 CMIP3 GCMs Cat-PDM conceptual model for 6
catchments

Charlton and Arnell (2011) UKCP09 climate change
scenarios

Cat-PDM conceptual model for 6
catchments

Christierson et al. (2012) UKCP09 climate change
scenarios

SRES A1B PDM lumped conceptual rainfall
runoff model and CATCHMOD
semi-distributed conceptual model
for 70 catchments

Bell et al. (2012) UKCP09 climate change
scenarios

SRES A1B G2G model Thames basin −11 to +68 %

Kay and Jones (2012) Perturbed parameter
ensemble of 1 RCM

Nationwide grid-based runoff and
routing model UK

Smith et al. (2014) 18 RCMs from
ENSEMBLES and
UKCP09

SRES A1B HBV-light lumped conceptual
rainfall runoff model Avon
catchment

−1 to +23 %

(continued)
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two- to four-fold higher than the increase in precipitation,
and that the total sewer overflow volume is 1.5- to three-fold
higher. They also found that the number of overflowing
manholes and number of surcharging sewers may change
dramatically, but the precise magnitude of change in
response to the change in precipitation is uncertain.

Willems (2013a) found that for sewer systems in Flan-
ders, Belgium, built for design storms with return periods of
two to 20 years, that the present-day design storms would
increase for the high-tailored climate scenario by +15 to
+50 % depending on the return period (range 1 month to
10 years) (Fig. 7.12). For the mean-tailored scenario, the
changes were less: from +4 to +15 %. For the high scenario,
the return period of sewer flooding increases by about a
factor 2.

For the Windermere drainage area in NW England,
Abdellatif et al. (2014) concluded based on the UKCP09
scenarios that an increase in the design storm of as little as
15 % is projected to cause an increase of about 40 % in
flood volume due to surface flooding. However, impacts on
house basements showed a damping effect (a 35 % increase
in design storm leads to 16 % in the number of basements at
risk of flooding). This confirms that the precise effects of
climate change strongly depend on the type of impacts
studies and the specific properties of the sewer system.

The impacts of climate change on sewer flood and
overflow frequencies and volumes show wide variation.
Studies indicate a range from a four-fold increase to as low
as a 5 % increase, depending on the system characteristics
(Willems et al. 2012a, b). Floods and overflows occur when
runoff or sewer flow thresholds are exceeded. Given that the
response of the sewer system to rainfall may be highly
non-linear, the changes in the sewer response may be much
stronger than the changes in rainfall. And the impact ranges
can even by wider when studying the impacts of sewer
overflows on receiving rivers. Sewer overflow mainly occurs
in summer and as models project the likelihood of lower
river flow in summer in north-western Europe, dilution
effects in the receiving water might be less, thus increasing
impacts on river water quality and aquatic life.
Astaraie-Imani et al. (2012) found for a semi-real case study
in the UK that changes in rain storm depth and peak rainfall
intensity of up to +30 % by the 2080s could cause strong
deterioration in river water quality; an increase in rain storm
depth of 30 % led to an increase in river ammonium con-
centration of about 40 % and a decrease in dissolved oxygen
concentration of about 80 %. This was found to correspond
with a strong increase in the frequency of breaching given
concentration thresholds (i.e. immission standards). The

Fig. 7.12 Change in the design storm for sewer systems in Flanders,
Belgium, for a 2-year return period for high and mean climate scenarios
(Willems 2013a)

Table 7.2 (continued)

Region Source GCM-RCM(s) considered Greenhouse gas
scenario(s)

Hydrological-hydraulic
impact model(s)

Change in river
peak flow by 2100

UK and NW
Europe

Prudhomme et al. (2012) 3 GCMs: ECHAM5,
IPSL, CNRM

Global hydrological models
JULES, MPI-HM, WaterGAP
(WaterMIP project)

Larger rivers
in Europe

Dankers and Feyen (2008), Feyen
and Dankers (2009), Rojas et al.
(2011, 2012)

HIRHAM5 and 12
ENSEMBLES RCM runs

SRES A2, A1B Coarse scale spatially distributed
model LISFLOOD

Dependent on
sub-region

Europe Schneider et al. (2013) 3 GCMs SRES A2 Global hydrological model
WaterGAP3

Dependent on
sub-region

Globe Arnell and Gosling (2016) 1 GCM: HadCM3 SRES A1B Water balance model
Mac-PDM.09

Dependent on
sub-region

Dankers et al. (2014) 5 GCMs RCP8.5 9 global water balance models
(from WaterMIP)

Dependent on
sub-region

Prudhomme et al. (2014) 5 GCMs RCP2.6, 8.5 9 global water balance models

Hirabayashi et al. (2013) 11 GCMS RCPs global river routing model with
inundation scheme

Dependent on
sub-region
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frequency of breaching the dissolved oxygen threshold of
4 mg l−1 increased from 49 to 99 %; the frequency of
exceeding the ammonium threshold of 4 mg l−1 increased
from 45 to 79 %. The effect of changes in peak rainfall
intensity was found to be an order of magnitude lower.

Climate-driven changes in large-scale atmospheric cir-
culation and related wind fields may cause significant
changes in the amount and type of sediment on catchment
surfaces available for wash-off into urban drainage systems.
Higher deposition during prolonged dry periods will
increase pollution concentrations in first flushes. This will
lead to higher pollution loads in sewer overflows and in
inflow to wastewater treatment plants; the latter leading to
higher solids loads to clarifiers, different treatment efficien-
cies and higher pollution loads. Downstream of the treatment
plants, receiving rivers during long dry spells in future
summers may have reduced capacity to assimilate the more
concentrated effluent. Prolonged dilute loading of wastewa-
ter treatment plants due to low-intensity long-duration pre-
cipitation events can also affect wastewater treatment with
potential for major impacts on overall treatment (Plosz et al.
2009).

Changes other than those related to climate may also
occur in urban areas and affect or strengthen urban drainage
impacts. For example, changes in pavement surfaces, and
these should not be seen in isolation but as related to pop-
ulation growth and increase in welfare, and thus partly
interrelated with anthropogenic climate change.
Semadeni-Davies et al. (2008) analysed the combined
impact of climate change and increased urbanisation in
Helsingborg, Sweden, and found that this could result in a
four-fold increase in sewer overflow volumes. Using a
similar approach, Olsson et al. (2010) analysed future loads
on the main combined sewer system in Stockholm, Sweden,
due to climate change and population increase. They esti-
mated annual total inflow to the treatment plant to increase
by 15–20 %, sewer overflow volumes to increase by 5–10 %
and critically high water levels to increase by 10–20 % in
the first half of the century. For the latter half of the century,
they found no further increase in total inflow, but a 20–40 %
increase in sewer overflow volumes and a 30–40 % increase
in high water levels (within the sewer system). Both studies
highlighted the importance of addressing climate change
impacts in combination with other key non-stationary drivers
of equal importance (e.g. urbanisation trends, sewer system
or management changes). In fact, the study by Semadeni-
Davies et al. (2008) clearly showed that climate change is
not the most important driver of increased pollution levels,
and that increases in damage may be effectively counter-
balanced by measures not solely related to urban drainage.

Tait et al. (2008) confirmed that increased urbanisation
(related to increased population and economic growth) also
had a significant impact on urban runoff. For a typical urban

area in the UK, in addition to climate change they assumed
that paved areas would increase by about 25 % of their
current value and roof areas by about 10 %. Model simu-
lations showed that sewer overflow volumes would increase
by about 15–20 % when only the increase in paved areas is
considered. These changes are comparable to those expected
from climate change.

Climatic variability at multi-decadal time scales has been
detected by several authors (Stahl et al. 2010, 2012; Han-
naford et al. 2012; Boé and Habets 2013; Willems 2013b).
This must also be considered, given that it could temporarily
limit, reverse or even increase the long-term impacts of
climate change (Boé and Habets 2013).

7.4 Conclusion

Hydrological extremes are projected to become more
intense. These changes are largely driven by changes in
precipitation, which RCM rainfall projections for the North
Sea region suggest will become significantly more intense
(see Chap. 5; Van der Linden and Mitchell 2009). Future
winters are expected to see both an increase in the volume
and intensity of precipitation. The intensity of summer
extremes may also increase albeit with a reduction in overall
volume. These findings are consistent with recent observa-
tions at some monitoring stations that show winter extremes
in high river flow are already increasing (see Chap. 4).

Quantifying future changes in hydrology is difficult. This
reflects the high uncertainties in model output: mainly due to
uncertainties in the climate processes, and—to a lesser extent
—in knowledge of the hydrological processes and their
schematisation in hydrological impact models. The impact
uncertainties also reflect the level of uncertainties in future
greenhouse gas emissions and concentrations.

Taking the uncertainties into account, the reported over-
view of impact results for rivers in the North Sea region in
Table 7.2, indicates increases in river peak flow by 2100 of
up to +30 % for many rivers and even higher for some. An
increase in river peak flows is more evident for the northern
basins of the North Sea region. The greatest increases are
projected for catchments in south-western Norway, up to
+70 % for 200-year peak flows. In snow-dominated catch-
ments of Norway and southern Sweden, earlier spring
flooding is projected. These spring floods do not always
increase, however, peak flows from snowmelt may decrease
when higher spring temperatures lead to reduced snow
storage. Decreasing snowmelt-induced spring flow, and
increased rain-fed flow in winter and autumn may change
the seasonality of peak flows and floods. In northern France
and Belgium, an increase in river peak flow is less clear in
that not all models project an increase. Hence, the spatial
differences mainly occur in a north-south direction. The
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position of a river basin relative to the ocean is also
important. Allan et al. (2005) found that the greater the
proximity the greater the potential damping of any climate
change effect.

The impacts of climate change on sewer flood and
overflow frequencies and volumes vary widely. The
specific characteristics of an urban drainage system will
dictate whether the net result of the projected increase in,
for example, short-duration rainfall extremes is to damp or
amplify these changes in precipitation. The precise
amplitude of response is highly uncertain and non-linear.
The combined impact of climate change and increased
urbanisation in some parts of the North Sea region could
result in as much as a four-fold increase in sewer overflow
volumes.
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