## Chapter 5

## Quantization on graded Lie groups

In this chapter we develop the theory of pseudo-differential operators on graded Lie groups. Our approach relies on using positive Rockland operators, their fractional powers and their associated Sobolev spaces studied in Chapter 4. As we have pointed out in the introduction, the graded Lie groups then become the natural setting for such analysis in the context of general nilpotent Lie groups.

The introduced symbol classes $S_{\rho, \delta}^{m}$ and the corresponding operator classes

$$
\Psi_{\rho, \delta}^{m}=\mathrm{Op} S_{\rho, \delta}^{m},
$$

for $(\rho, \delta)$ with $1 \geq \rho \geq \delta \geq 0$ and $\delta \neq 1$, have an operator calculus, in the sense that the set $\bigcup_{m \in \mathbb{R}} \Psi_{\rho, \delta}^{m}$ forms an algebra of operators, stable under taking the adjoint, and acting on the Sobolev spaces in such a way that the loss of derivatives is controlled by the order of the operator. Moreover, the operators that are elliptic or hypoelliptic within these classes allow for a parametrix construction whose symbol can be obtained from the symbol of the original operator.

During the construction of the pseudo-differential calculus $\cup_{m \in \mathbb{R}} \Psi_{\rho, \delta}^{m}$ on graded Lie groups in this chapter, there are several difficulties one has to overcome and which do not appear in the case of compact Lie groups as described in Chapter 2. The immediate one is the need to find a natural framework for discussing the symbols to which we will be associating the operators (quantization) and we will do so in Section 5.1. In Section 5.2 we define symbol classes leading to algebras of symbols and operators and discuss their properties. The symbol classes that we introduce are based on a positive Rockland operator on the group and contain all the left-invariant differential operators. As with Sobolev spaces, the symbol classes can be shown to be actually independent of the choice of a positive Rockland operator used in their definition. In Section 5.3 we show that the multipliers of Rockland operators are in the introduced symbol classes. We
investigate the behaviour of the kernels of operators corresponding to these symbols in Section 5.4, both at 0 and at infinity and show, in particular, that they are Calderón-Zygmund (in the sense of Coifman and Weiss, see Sections 3.2.3 and A.4). The symbolic calculus is established in Section 5.5. In Section 5.7 we show that the operators satisfy an analogue of the Calderón-Vaillancourt theorem. The construction of parametrices for elliptic and hypoelliptic operators in the calculus is carried out in Section 5.8.

## Conventions

Throughout Chapter 5, $G$ is always a graded Lie group, endowed with a family of dilations with integer weights. Its homogeneous dimension is denoted by $Q$. Also throughout, $\mathcal{R}$ will be a homogeneous positive Rockland operator of homogeneous degree $\nu$. If $G$ is a stratified Lie group, we can choose $\mathcal{R}=-\mathcal{L}$ with $\mathcal{L}$ a sub-Laplacian, or another homogeneous positive Rockland operator. Since it is a left-invariant differential operator, we denote by $\pi(\mathcal{R})$ the operator described in Definition 1.7.4. Both $\mathcal{R}$ and $\pi(\mathcal{R})$ and their properties have been extensively discussed in Chapter 4, especially Section 4.1.

Finally, when we write

$$
\sup _{\pi \in \widehat{G}}
$$

we always understand it as the essential supremum with respect to the Plancherel measure on $\widehat{G}$.

### 5.1 Symbols and quantization

The global quantization naturally occurs on any unimodular Lie (or locally compact) group of type 1 thanks to the Plancherel formula, see Subsection 1.8.2 for the Plancherel formula. The quantization was first noticed by Michael Taylor in [Tay86, Section I.3]. The case of locally compact type 1 groups was studied recently in [MR15]. The case of the compact Lie groups was described in Section 2.2.1. Here we describe the particular case of graded nilpotent Lie groups, with an emphasis on the technical meaning of the objects involved. A very brief outline of the constructions of this chapter appeared in [FR14a].

Formally, for a family of operators $\sigma(x, \pi)$ on $\mathcal{H}_{\pi}$ parametrised by $x \in G$ and $\pi \in \widehat{G}$, we associate the operator $T=\operatorname{Op}(\sigma)$ given by

$$
\begin{equation*}
T \phi(x):=\int_{\widehat{G}} \operatorname{Tr}(\pi(x) \sigma(x, \pi) \widehat{\phi}(\pi)) d \mu(\pi) \tag{5.1}
\end{equation*}
$$

Again formally, the Fourier inversion formula implies that if $\sigma(x, \pi)$ does not depend on $x$ and is the group Fourier transform of some function $\kappa$, i.e. if $\sigma(x, \pi)=$ $\widehat{\kappa}(\pi)$, then $\operatorname{Op}(\sigma)$ is the convolution operator with right-convolution kernel $\kappa$, i.e.
$\operatorname{Op}(\sigma) \phi=\phi * \kappa$. We would like this to be true not only for (say) integrable functions $\kappa$ but also for quite a large class of distributions, in order

$$
\text { to quantize } X^{\alpha}=\operatorname{Op}(\sigma) \text { by } \sigma(x, \pi)=\pi(X)^{\alpha}
$$

with $\pi(X)$ as in Definition 1.7.4.
The first problem is to make sense of the objects above. The dependence of $\sigma$ on $x$ is not problematic for the interpretation in the formula (5.1), but we have identified a unitary irreducible representation $\pi$ with its equivalence class and the families of operators may be measurable in $\pi \in \operatorname{Rep} G$ but not defined for all $\pi \in \widehat{G}$. More worryingly, we would like to consider collections of operators which are unbounded, for instance such as $\pi(X)^{\alpha}, \pi \in \widehat{G}$. For these reasons, it may be difficult to give a meaning to the formula (5.1) in general.

Thus, our first task is to define a large class of collections of operators $\sigma(x, \pi)$, $x \in G, \pi \in \widehat{G}$, for which we can make sense of the quantization procedure. We will use the realisations

$$
\mathcal{K}(G), \quad L^{\infty}(\widehat{G}), \text { and } \mathscr{L}_{L}\left(L^{2}(G)\right)
$$

of the von Neumann algebra of the group $G$ described in Section 1.8.2. We will also use their generalisations

$$
\mathcal{K}_{a, b}(G), L_{a, b}^{\infty}(\widehat{G}), \quad \text { and } \quad \mathscr{L}_{L}\left(L_{a}^{2}(G), L_{b}^{2}(G)\right)
$$

which we define in Section 5.1.2. In order to do so we use a special feature of our setting, namely the existence of positive Rockland operators and the corresponding $L^{2}$-Sobolev spaces.

### 5.1.1 Fourier transform on Sobolev spaces

In Section 4.3, we have discussed in detail the fractional powers of a positive Rockland operator $\mathcal{R}$ and of the operator $\mathrm{I}+\mathcal{R}$. In the sequel, we will also need to understand powers of the operators $\pi_{1}(\mathrm{I}+\mathcal{R}), \pi_{1} \in \operatorname{Rep} G$. We now address this, and use it to extend the group Fourier transform to the Sobolev spaces $L_{a}^{2}(G)$.

From now on we will keep the same notation for the operators $\mathcal{R}$ and $\pi_{1}(\mathcal{R})$ (where $\pi_{1} \in \operatorname{Rep}(G)$ ) and their respective self-adjoint extensions, see Proposition 4.1.15. We note that by Proposition 4.2.6 the operator $\pi_{1}(\mathcal{R})$ is also positive. We can consider the powers of $\mathrm{I}+\mathcal{R}$ and $\pi_{1}(\mathrm{I}+\mathcal{R})=\mathrm{I}+\pi_{1}(\mathcal{R})$ as defined by the functional calculus

$$
(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}=\int_{0}^{\infty}(1+\lambda)^{\frac{a}{\nu}} d E(\lambda), \quad \pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}=\int_{0}^{\infty}(1+\lambda)^{\frac{a}{\nu}} d E_{\pi_{1}}(\lambda)
$$

where $E$ and $E_{\pi_{1}}$ are the spectral measures of $\mathcal{R}$ and $\pi_{1}(\mathcal{R})$, respectively, and $\nu$ is the homogeneous degree of $\mathcal{R}$, see Corollary 4.1.16.

Remark 5.1.1. If $a / \nu$ is a positive integer, there is no conflict of notation between

- the powers of $\pi_{1}(\mathrm{I}+\mathcal{R})$ as the infinitesimal representation of $\pi_{1}$ (see Definition 1.7.4) at $\mathrm{I}+\mathcal{R} \in \mathfrak{U}(\mathfrak{g})$
- and the operator $\pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}$ defined by functional calculus.

Indeed, if $a=\nu$, the two coincide. If $a=\ell \nu, \ell \in \mathbb{N}$, then the operator $\pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}$ defined by functional calculus coincides with the $\ell$-th power of $\pi_{1}(\mathrm{I}+\mathcal{R})$. The case $a=0$ is trivial.

We can describe more concretely the operators $\pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}, \pi_{1} \in \operatorname{Rep} G$.
Lemma 5.1.2. Let $\mathcal{R}$ be a positive Rockland operator of homogeneous degree $\nu$. As in Corollary 4.3.11, we denote by $\mathcal{B}_{a}$ the right-convolution kernels of its Bessel potentials $(\mathrm{I}+\mathcal{R})^{-\frac{a}{\nu}}, \operatorname{Re} a>0$.

If $a \in \mathbb{C}$ with $\operatorname{Re} a<0$, then $\mathcal{B}_{-a}$ is an integrable function and

$$
\forall \pi_{1} \in \operatorname{Rep} G \quad \pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}=\widehat{\mathcal{B}}_{-a}\left(\pi_{1}\right)
$$

For any $a \in \mathbb{C}$ and any $\pi_{1} \in \operatorname{Rep} G$, the operator $\pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}$ maps $\mathcal{H}_{\pi_{1}}^{\infty}$ onto $\mathcal{H}_{\pi_{1}}^{\infty}$ bijectively. Furthermore, the inverse of $\pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{\alpha}{\nu}}$ is $\pi_{1}(\mathrm{I}+\mathcal{R})^{-\frac{a}{\nu}}$ as operators acting on $\mathcal{H}_{\pi_{1}}^{\infty}$.
Proof. Let $a \in \mathbb{C}, \operatorname{Re} a<0$. Then the Bessel potential $(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}$ coincides with the bounded operator with right-convolution kernel $\mathcal{B}_{-a} \in L^{1}(G)$, see Corollary 4.3.11. Therefore, $(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} \in \mathscr{L}_{L}\left(L^{2}(G)\right)$ and

$$
\mathcal{F}_{G}\left\{(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} f\right\}=\mathcal{F}_{G}\left\{f * \mathcal{B}_{-a}\right\}=\widehat{\mathcal{B}}_{-a} \widehat{f}, \quad f \in L^{2}(G)
$$

Now we apply Corollary 4.1 .16 with the bounded multiplier given by $\phi(\lambda)=$ $(1+\lambda)^{\frac{a}{\nu}}, \lambda \geq 0$. By Equality (4.5) in Corollary 4.1.16, we obtain

$$
\mathcal{F}_{G}\left\{(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} f\right\}=\pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} \widehat{f}, \quad f \in L^{2}(G)
$$

The injectivity of the group Fourier transform on $\mathcal{K}(G)$ yields that $\widehat{\mathcal{B}}_{-a}(\pi)=$ $\pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}$ for any $\pi \in \widehat{G}$, and the first part of the statement is proved.

Let $a \in \mathbb{C}$. We apply Corollary 4.1 .16 with the multiplier given by $\phi(\lambda)=$ $(1+\lambda)^{\frac{a}{\nu}}, \lambda \geq 0$. Although this multiplier is unbounded, simple modifications of the proof show that Equality (4.5) in Corollary 4.1.16 still holds for $f$ in the domain of the operator. Recall that the domain of $(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}$ contains $\mathcal{S}(G)$ by Corollary 4.3.16 and moreover $(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} \mathcal{S}(G)=\mathcal{S}(G)$. Consequently, if $\pi_{1} \in \operatorname{Rep} G$, we have

$$
\pi_{1}\left\{(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} f\right\} v=\pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} \pi_{1}(f) v, \quad f \in \mathcal{S}(G), v \in \mathcal{H}_{\pi_{1}}
$$

with $\pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}$ defined spectrally. Recall that $\pi_{1}(f) v \in \mathcal{H}_{\pi_{1}}^{\infty}$ when $f \in \mathcal{S}(G)$ by Proposition 1.7.6 (iv), hence here $\pi_{1}\left\{(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} f\right\} v \in \mathcal{H}_{\pi}^{\infty}$ as well. By Lemma 1.8.19,
$\pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}$ maps $\mathcal{H}_{\pi_{1}}^{\infty}$ to $\mathcal{H}_{\pi_{1}}^{\infty}$. The spectral calculus implies that as operators acting on $\mathcal{H}_{\pi_{1}}^{\infty}$, we have

$$
\pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} \pi_{1}(\mathrm{I}+\mathcal{R})^{-\frac{a}{\nu}}=\mathrm{I}_{\mathcal{H}_{\pi_{1}}^{\infty}} \quad \text { and } \quad \pi_{1}(\mathrm{I}+\mathcal{R})^{-\frac{a}{\nu}} \pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}=\mathrm{I}_{\mathcal{H}_{\pi_{1}}^{\infty}}
$$

Consequently, the inverse of $\pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}$ is $\pi_{1}(\mathrm{I}+\mathcal{R})^{-\frac{a}{\nu}}$ as operators defined on $\mathcal{H}_{\pi_{1}}^{\infty}$ and $\pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} \mathcal{H}_{\pi_{1}}^{\infty}=\mathcal{H}_{\pi_{1}}^{\infty}$.

Lemma 5.1.2 and Remark 4.1.17 now imply easily
Corollary 5.1.3. Let $\mathcal{R}$ be a positive Rockland operator of homogeneous degree $\nu$. For any $a \in \mathbb{C},\left\{\pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{\infty}, \pi \in \widehat{G}\right\}$ is a measurable $\widehat{G}$-field of operators acting on smooth vectors (in the sense of Definition 1.8.14).

Lemma 5.1.2 together with the Plancherel formula (see Section 1.8.2) and Corollary 4.3.11 also imply
Corollary 5.1.4. Let $\mathcal{R}$ be a positive Rockland operator of homogeneous degree $\nu$. For any $a \in \mathbb{R}$, we have

$$
a>Q / 2 \quad \Longrightarrow \quad\left\{\pi(\mathrm{I}+\mathcal{R})^{-\frac{a}{\nu}}, \pi \in \widehat{G}\right\} \in L^{2}(\widehat{G})
$$

and also, for $a>Q / 2$,

$$
\left\|\pi(\mathrm{I}+\mathcal{R})^{-\frac{a}{\nu}}\right\|_{L^{2}(\widehat{G})}=\left\|\widehat{\mathcal{B}}_{a}(\pi)\right\|_{L^{2}(\widehat{G})}=\left\|\mathcal{B}_{a}\right\|_{L^{2}(G)}<\infty
$$

Note that an analogue of Corollary 5.1.4 for compact Lie groups may be obtained by noticing that (2.15) yields

$$
m>n / 2 \quad \Longrightarrow \quad \sum_{\pi \in \widehat{G}} d_{\pi}\left\|\pi\left(\mathrm{I}-\mathcal{L}_{G}\right)^{-\frac{m}{2}}\right\|_{\text {HS }}^{2}=\sum_{\pi \in \widehat{G}} d_{\pi}^{2}\langle\pi\rangle^{-2 m}<\infty
$$

The following statement describes an important property of the field $\{\pi(\mathrm{I}+$ $\left.\mathcal{R})^{\frac{a}{\nu}}, \pi \in \widehat{G}\right\}$, in relation with the right Sobolev spaces (see Section 4.4.8 for right Sobolev spaces):
Proposition 5.1.5. Let $\mathcal{R}$ be a positive Rockland operator on $G$ of homogeneous degree $\nu$. Let also $a \in \mathbb{R}$.

If $f \in \tilde{L}_{a}^{2}(G)$, then $(\mathrm{I}+\tilde{\mathcal{R}})^{\frac{a}{\nu}} f \in L^{2}(G)$ and there exists a field of operators $\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}$ such that

$$
\begin{equation*}
\left\{\sigma_{\pi} \pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\} \in L^{2}(\widehat{G}) \tag{5.2}
\end{equation*}
$$

and for almost all $\pi \in \widehat{G}$,

$$
\begin{equation*}
\mathcal{F}_{G}\left\{(\mathrm{I}+\tilde{\mathcal{R}})^{\frac{a}{\nu}} f\right\}(\pi)=\sigma_{\pi} \pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} . \tag{5.3}
\end{equation*}
$$

Conversely, if $\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}$ satisfies (5.2) then there exists a unique function $f \in \tilde{L}_{a}^{2}(G)$ satisfying (5.3).

In Proposition 5.1.5, $\sigma_{\pi} \pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}$ is not obtained as the composition of (possibly) unbounded operators as in Definition A.3.2. Instead, for $\sigma_{\pi} \pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}$, it is viewed as the composition of a field of operators defined on smooth vectors with a field of operators acting on smooth vectors, see Section 1.8.3.

In Proposition 5.1.5, we use the right Sobolev spaces associated with the positive Rockland operator $\mathcal{R}$. These spaces are in fact independent of the choice of a positive Rockland operator used in their definition, see Sections 4.4.5 and 4.4.8. Consequently, if (5.2) holds for one positive Rockland operator then (5.2) and (5.3) hold for any positive Rockland operator and the Sobolev norm of $f \in L^{2}(G)$, using one particular positive Rockland operator $\mathcal{R}$, is equal to the $L^{2}(\widehat{G})$-norm of (5.2).

Proof of Proposition 5.1.5. If $f \in \tilde{L}_{a}^{2}(G)$, then by Theorem 4.4.3 (3) (see also Section 4.4.8), we have that $f_{a}:=(\mathrm{I}+\tilde{\mathcal{R}})^{\frac{d}{\nu}} f$ is in $L^{2}(G)$ and its Fourier transform is a field of bounded operators (in fact in the Hilbert-Schmidt class). By Lemma 5.1.2, $\pi(\mathrm{I}+\mathcal{R})^{-\frac{a}{\nu}}$ maps $\mathcal{H}_{\pi}^{\infty}$ onto itself. Hence we can define

$$
\sigma_{\pi}:=\pi\left(f_{a}\right) \pi(\mathrm{I}+\mathcal{R})^{-\frac{a}{\nu}}
$$

as an operator defined on $\mathcal{H}_{\pi}^{\infty}$. One readily checks that the operators $\sigma_{\pi}, \pi \in \widehat{G}$, satisfy (5.2) and (5.3).

For the converse, if $\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}: \pi \in \widehat{G}\right\}$ satisfies (5.2) then we define the function

$$
L^{2}(G) \ni f_{a}:=\mathcal{F}_{G}^{-1}\left\{\sigma_{\pi} \pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}\right\}
$$

which is square integrable by the Plancherel theorem (see Theorem 1.8.11), and the function

$$
f:=(\mathrm{I}+\tilde{\mathcal{R}})^{-\frac{a}{\nu}} f_{a}
$$

which will be in $\tilde{L}_{a}^{2}(G)$ by Theorem 4.4.3 (3). One readily checks that the function $f$ satisfies the properties described in the statement.

We now aim at stating and proving a property similar to Proposition 5.1.5 for the left Sobolev spaces. It will use the composition of a field with $\pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}$ on the left and this is problematic when we consider any general field $\sigma=\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow\right.$ $\left.\mathcal{H}_{\pi}\right\}$ without utilising the composition of unbounded operators as in Definition A.3.2. To overcome this problem, we introduce the following notion:

Definition 5.1.6. Let $\pi_{1} \in \operatorname{Rep} G$ and $a \in \mathbb{R}$. We denote by $\mathcal{H}_{\pi_{1}}^{a}$ the Hilbert space obtained by completion of $\mathcal{H}_{\pi_{1}}^{\infty}$ for the norm

$$
\|\cdot\|_{\mathcal{H}_{\pi_{1}}^{a}}: v \longmapsto\left\|\pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} v\right\|_{\mathcal{H}_{\pi_{1}}}:=\|v\|_{\mathcal{H}_{\pi_{1}}^{a}}
$$

where $\mathcal{R}$ is a positive Rockland operator on $G$ of homogeneous degree $\nu$.

We may call them the $\mathcal{H}_{\pi_{1}}$-Sobolev spaces. Note that in the case of the Schrödinger representation for the Heisenberg group, they coincide with ShubinSobolev spaces, see Section 6.4.3. More generally, if we realise an element $\pi \in \widehat{G}$ as a representation $\pi_{1}$ acting on some $L^{2}\left(\mathbb{R}^{m}\right)$ via the orbit methods, see Section 1.8.1, then we view the corresponding Sobolev spaces as tempered distributions: $\mathcal{H}_{\pi_{1}}^{a} \subset \mathcal{S}^{\prime}\left(\mathbb{R}^{m}\right)$.

The following lemma is a routine exercise.
Lemma 5.1.7. Let $\pi_{1} \in \operatorname{Rep} G$ and $a \in \mathbb{R}$.

1. If $a=0$, then $\mathcal{H}_{\pi_{1}}^{a}=\mathcal{H}_{\pi_{1}}$. If $a>0$, we realise $\mathcal{H}_{\pi_{1}}^{a}$ as a subspace of $\mathcal{H}_{\pi_{1}}$ and it is the domain of the operator $\pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}$. If $a<0$, we realise $\mathcal{H}_{\pi_{1}}^{a}$ as a Hilbert space containing $\mathcal{H}_{\pi_{1}}$ and the operator $\pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}$ extends uniquely to a bounded operator $\mathcal{H}_{\pi_{1}}^{a} \rightarrow \mathcal{H}_{\pi_{1}}$.
2. For any $a \in \mathbb{R}$, realising $\mathcal{H}_{\pi_{1}}^{a}$ as in Part 1, this space is independent of the positive Rockland operator $\mathcal{R}$ and two positive Rockland operators yield equivalent norms.
3. We have the continuous inclusions

$$
a<b \Longrightarrow \mathcal{H}_{\pi_{1}}^{b} \subset \mathcal{H}_{\pi_{1}}^{a}
$$

For any $a, b \in \mathbb{R}$, the operator $\pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}$ maps $\mathcal{H}_{\pi_{1}}^{b}$ to $\mathcal{H}_{\pi_{1}}^{b-a}$ injectively and continuously. In this way, $\mathcal{H}_{\pi_{1}}^{a}$ and $\mathcal{H}_{\pi_{1}}^{-a}$ are in duality via

$$
\langle u, v\rangle_{\mathcal{H}_{\pi_{1}}^{a} \times \mathcal{H}_{\pi_{1}}^{-a}}:=\left(\pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} u, \pi_{1}(\mathrm{I}+\overline{\mathcal{R}})^{-\frac{a}{\nu}} \bar{v}\right)_{\mathcal{H}_{\pi_{1}}} .
$$

This duality extends the $\mathcal{H}_{\pi_{1}}$ duality in the sense that

$$
\forall u \in \mathcal{H}_{\pi_{1}}^{a} \cap \mathcal{H}_{\pi_{1}}, v \in \mathcal{H}_{\pi_{1}}^{-a} \cap \mathcal{H}_{\pi_{1}} \quad\langle u, v\rangle_{\mathcal{H}_{\pi_{1}}^{a} \times \mathcal{H}_{\pi_{1}}^{-a}}=(u, \bar{v})_{\mathcal{H}_{\pi_{1}}}
$$

4. If $\pi_{2}$ is another strongly continuous representation such that $\pi_{1} \sim_{T} \pi_{2}$, that is, $T$ is a unitary operator satisfying $T \pi_{1}=\pi T_{2}$, then $T$ maps $\mathcal{H}_{\pi_{1}}^{\infty}$ to $\mathcal{H}_{\pi_{2}}^{\infty}$ bijectively by Lemma 1.8.12 and extends uniquely to an isometric operator $\mathcal{H}_{\pi_{1}}^{a} \rightarrow \mathcal{H}_{\pi_{2}}^{a}$.

Lemma 5.1.7, especially Part 4 , shows that $\widehat{G}$-fields with domain or range on these Sobolev spaces make sense:

Definition 5.1.8. Let $a \in \mathbb{R}$. A $\widehat{G}$-field of operators $\sigma=\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}$ defined on smooth vectors is defined on the Sobolev spaces $\mathcal{H}_{\pi}^{a}$ when for each $\pi_{1} \in \operatorname{Rep} G$, the operator $\sigma_{\pi_{1}}$ is bounded on $\mathcal{H}_{\pi_{1}}^{a}$ in the sense that

$$
\exists C \quad \forall v \in \mathcal{H}_{\pi_{1}}^{\infty} \quad\left\|\sigma_{\pi_{1}} v\right\|_{\mathcal{H}_{\pi_{1}}} \leq C\|v\|_{\mathcal{H}_{\pi_{1}}^{a}} .
$$

Thus, by density of $\mathcal{H}_{\pi_{1}}^{\infty}$ in $\mathcal{H}_{\pi_{1}}^{a}, \sigma_{\pi_{1}}$ extends uniquely to a bounded operator defined on $\mathcal{H}_{\pi_{1}}^{a}$ for which we keep the same notation $\sigma_{\pi_{1}}: \mathcal{H}_{\pi_{1}}^{a} \rightarrow \mathcal{H}_{\pi_{1}}$.

Example 5.1.9. For any positive Rockland operator of degree $\nu$, the field $\{\pi(\mathrm{I}+$ $\left.\mathcal{R})^{\frac{a}{\nu}}, \pi \in \widehat{G}\right\}$, is defined on the Sobolev spaces $\mathcal{H}_{\pi}^{a}$. This is an easy consequence of Lemma 5.1.7, especially Part 3.

We will allow ourselves the shorthand notation

$$
\sigma=\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{a} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}
$$

to indicate that the $\widehat{G}$-field of operators is defined on the Sobolev spaces $\mathcal{H}_{\pi}^{a}$.
Instead of Definition 5.1.8, we could also have defined $\widehat{G}$-fields of operators defined on $\mathcal{H}_{\pi}^{a}$-Sobolev spaces in a way similar to Definition 1.8.13 (where $\widehat{G}$ fields of operators defined on smooth vectors were defined). Naturally, these two viewpoints are equivalent since $\mathcal{H}_{\pi_{1}}^{\infty}$ is dense in $\mathcal{H}_{\pi_{1}}^{a}$.

However, in order to define $\widehat{G}$-fields of operators with range in the $\mathcal{H}_{\pi}^{a}$-Sobolev spaces, we have to adopt the latter viewpoint in the sense that we modify Definitions 1.8.13 and 1.8.14 (in this way, we make no further assumptions on the fields or on the Sobolev spaces):

Definition 5.1.10. Let $a \in \mathbb{R}$.

- A $\widehat{G}$-field of operators defined on smooth vectors with range in the Sobolev spaces $\mathcal{H}_{\pi}^{a}$ is a family of classes of operators $\left\{\sigma_{\pi}, \pi \in \widehat{G}\right\}$ where

$$
\sigma_{\pi}:=\left\{\sigma_{\pi_{1}}: \mathcal{H}_{\pi_{1}}^{\infty} \rightarrow \mathcal{H}_{\pi_{1}}^{a}, \pi_{1} \in \pi\right\}
$$

for each $\pi \in \widehat{G}$ viewed as a subset of $\operatorname{Rep} G$, satisfying for any two elements $\sigma_{\pi_{1}}$ and $\sigma_{\pi_{2}}$ in $\sigma_{\pi}$ :

$$
\pi_{1} \sim_{T} \pi_{2} \Longrightarrow \sigma_{\pi_{2}} T=T \sigma_{\pi_{1}} \text { on } \mathcal{H}_{\pi}^{\infty}
$$

(Here we have kept the same notation for the intertwining operator $T$ and its unique extension between Sobolev spaces $\mathcal{H}_{\pi_{1}}^{a} \rightarrow \mathcal{H}_{\pi_{2}}^{a}$, see Lemma 5.1.7 Part 4.)

- It is measurable when for one (and then any) choice of realisation $\pi_{1} \in \pi$ and any vector $v_{\pi_{1}} \in \mathcal{H}_{\pi_{1}}^{a}$, as $\pi$ runs over $\widehat{G}$, the resulting field $\left\{\sigma_{\pi} v_{\pi}, \pi \in \widehat{G}\right\}$ is $\mu$-measurable whenever $\int_{\widehat{G}}\left\|v_{\pi}\right\|_{\mathcal{H}_{\pi}^{a}}^{2} d \mu(\pi)<\infty$. (Here we assume that all the $\mathcal{H}_{\pi}^{a}$-norms are realised via a fixed positive Rockland operator.)
Unless otherwise stated, a $\widehat{G}$-field of operators defined on smooth vectors with range in the Sobolev spaces $\mathcal{H}_{\pi}^{a}$ is always assumed measurable. We will allow ourselves the shorthand notation

$$
\sigma=\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{a}, \pi \in \widehat{G}\right\}
$$

to indicate that the $\widehat{G}$-field of operators has range in the Sobolev space $\mathcal{H}_{\pi}^{a}$.
Naturally, if a $\widehat{G}$-field of operators is defined on smooth vectors $\sigma=\left\{\sigma_{\pi}\right.$ : $\left.\mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}$ with the usual range $\mathcal{H}_{\pi}=\mathcal{H}_{\pi}^{0}$, then it has range in the Sobolev spaces $\mathcal{H}_{\pi}^{a}$ when for each $\pi_{1} \in \operatorname{Rep} G$ and any $v \in \mathcal{H}_{\pi_{1}}^{\infty}$, we have $\sigma_{\pi_{1}} v \in \mathcal{H}_{\pi_{1}}^{a}$.

Moreover, the following property of composition is easy to check: if $\sigma_{1}$ has range in $\mathcal{H}_{\pi}^{a}$ and $\sigma_{2}$ is defined on $\mathcal{H}_{\pi}^{a}$,

$$
\text { i.e. } \quad \sigma_{1}=\left\{\sigma_{1, \pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{a}, \pi \in \widehat{G}\right\} \quad \text { and } \quad \sigma_{2}=\left\{\sigma_{2, \pi}: \mathcal{H}_{\pi}^{a} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\},
$$

then the following field

$$
\sigma_{2} \sigma_{1}:=\left\{\sigma_{2, \pi} \sigma_{1, \pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}
$$

makes sense as a $\widehat{G}$-field of operators defined on smooth vectors. This coincides or extends the definition of composition of fields (the first one acting on smooth vectors) given in Section 1.8.3.

We can apply this property of composition to $\sigma=\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{a}, \pi \in \widehat{G}\right\}$ and $\left\{\pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}, \pi \in \widehat{G}\right\}$, see Example 5.1.9 for the latter, to obtain the $\widehat{G}$-field defined on smooth vectors by

$$
\begin{equation*}
\pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} \sigma=\left\{\pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} \sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\} . \tag{5.4}
\end{equation*}
$$

We can now state the proposition which will enable us to define the group Fourier transform of a function in a left or right Sobolev space.

Proposition 5.1.11. Let $a \in \mathbb{R}$.
(L) If $f \in L_{a}^{2}(G)$, then $(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} f \in L^{2}(G)$ and there exists a field of operators $\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{a}, \pi \in \widehat{G}\right\}$ such that

$$
\begin{array}{r}
\left\{\pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} \sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\} \in L^{2}(\widehat{G}), \\
\mathcal{F}_{G}\left\{(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} f\right\}(\pi)=\pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} \sigma_{\pi}, \quad \text { for almost all } \pi \in \widehat{G} \tag{5.6}
\end{array}
$$

where $\mathcal{R}$ is a positive Rockland operator on $G$ of homogeneous degree $\nu$.
Conversely, if $\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{a}, \pi \in \widehat{G}\right\}$ satisfies (5.5) for one positive Rockland operator $\mathcal{R}$, then there exists a unique function $f \in L_{a}^{2}(G)$ satisfying (5.6).
(R) If $f \in \tilde{L}_{a}^{2}(G)$, then the (unique) field $\sigma$ obtained in Proposition 5.1 .5 can be extended uniquely into a field $\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{a} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}$ defined on $\mathcal{H}_{\pi}^{a}$.

Properties (L) and (R) are independent of the choice of $\mathcal{R}$.
In Proposition 5.1.11, $\pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} \sigma_{\pi}$ is not obtained as the composition of (possibly) unbounded operators as in Definition A.3.2 but is understood via (5.4).

In Proposition 5.1.11, we use the left and right Sobolev spaces associated with the positive Rockland operator $\mathcal{R}$. These spaces are in fact independent of the choice of a positive Rockland operator used in their definition, see Sections 4.4.5 and 4.4.8. Consequently, if (5.5) hold for one positive Rockland operator then (5.5) and (5.6) hold for any positive Rockland operator and the Sobolev norm of $f \in L^{2}(G)$, using one particular positive Rockland operator $\mathcal{R}$, is equal to the $L^{2}(\widehat{G})$-norm of (5.5).

Proof of Proposition 5.1.11. Property (L). If $f \in L_{a}^{2}(G)$, then by Theorem 4.4.3 (3), we have that $f_{a}:=(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} f$ is in $L^{2}(G)$ and its Fourier transform is a field of bounded operators (in fact in the Hilbert-Schmidt class). By (5.4) we can define $\sigma=\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{a}\right\}$ via $\sigma_{\pi}:=\pi(\mathrm{I}+\mathcal{R})^{-\frac{a}{\nu}} \pi\left(f_{a}\right)$. One readily checks that the field $\sigma$ satisfies (5.2) and (5.3).

For the converse, if $\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{a}: \pi \in \widehat{G}\right\}$ satisfies (5.2) then we define the function

$$
L^{2}(G) \ni f_{a}:=\mathcal{F}_{G}^{-1}\left\{\pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} \sigma_{\pi}\right\}
$$

which is square integrable by the Plancherel theorem (see Theorem 1.8.11), and the function

$$
f:=(\mathrm{I}+\mathcal{R})^{-\frac{a}{\nu}} f_{a}
$$

which will be in $L_{a}^{2}(G)$ by Theorem 4.4.3 (3). One readily checks that the function $f$ satisfies the properties described in the statement. This shows the property (L).

Property (R) follows easily from (5.2).
From the proof above, one can check easily that if $f \in L_{a}^{2}(G)$ or $\tilde{L}_{a}^{2}(G)$ is also in any of the spaces where the group Fourier transform has already been defined, namely, $L^{2}(G)$ or $\mathcal{K}(G)$, then $\sigma=\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}$ will coincide with the group Fourier transform of $f$. Hence we can extend the definition of the group Fourier transform to Sobolev spaces:

Definition 5.1.12. Let $a \in \mathbb{R}$. The group Fourier transform of $f \in L_{a}^{2}(G)$ or $f \in$ $\tilde{L}_{a}^{2}(G)$ is the field $\sigma$ of operators defined on smooth vectors given in Proposition 5.1.11.

This leads us to define the following spaces of fields of operators:
Definition 5.1.13. (L) Let $L_{a}^{2}(\widehat{G})$ denote the space of fields of operators $\sigma$ with range in $\mathcal{H}_{\pi}^{a}$ and satisfying (5.5), that is,

$$
\begin{gathered}
\sigma=\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{a}, \pi \in \widehat{G}\right\} \\
\left\{\pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} \sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\} \in L^{2}(\widehat{G})
\end{gathered}
$$

for one (and then any) positive Rockland operator of homogeneous degree $\nu$. We also set

$$
\begin{equation*}
\|\sigma\|_{L_{a}^{2}(\widehat{G})}:=\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} \sigma_{\pi}\right\|_{L^{2}(\widehat{G})} . \tag{5.7}
\end{equation*}
$$

(R) Let $\tilde{L}_{a}^{2}(\widehat{G})$ denote the space of fields of operators $\sigma$ defined on $\mathcal{H}_{\pi}^{a}$ and satisfying (5.2), that is,

$$
\begin{gathered}
\sigma=\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{a} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\} \\
\left\{\sigma_{\pi} \pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\} \in L^{2}(\widehat{G})
\end{gathered}
$$

for one (and then any) positive Rockland operator of homogeneous degree $\nu$. We also set

$$
\|\sigma\|_{\tilde{L}_{a}^{2}(\widehat{G})}:=\left\|\sigma_{\pi} \pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}\right\|_{L^{2}(\widehat{G})} .
$$

It is a routine exercise, using Proposition 5.1.11 and the properties of the Sobolev spaces (see Section 4.4), to show that

Proposition 5.1.14. Let $a \in \mathbb{R}$. If $\mathcal{R}$ is a positive Rockland operator of homogeneous degree $\nu$, the map $\|\cdot\|_{L_{a}^{2}(\widehat{G})}$ given by (5.7) is a norm on the vector space $L_{a}^{2}(\widehat{G})$. Endowed with this norm, $L_{a}^{2}(\widehat{G})$ is a Banach space which is independent of $\mathcal{R}$. Two norms corresponding to any two choices of Rockland operators via (5.7) are equivalent.

The Fourier transform $\mathcal{F}_{G}$ is an isomorphism between Banach spaces acting from $L_{a}^{2}(G)$ onto $L_{a}^{2}(\widehat{G})$. It coincides with the usual Fourier transform on $L^{2}(G)$ for $a=0$.

Let $\sigma=\left\{\sigma_{\pi}, \pi \in \widehat{G}\right\}$ be in $L_{a}^{2}(\widehat{G})$. Then

$$
\left\{\pi(X)^{\alpha} \sigma_{\pi}, \pi \in \widehat{G}\right\}
$$

is in $L_{a-[\alpha]}^{2}(\widehat{G})$ for any $\alpha \in \mathbb{N}_{0}^{n}$, and

$$
\left\{\pi(\mathrm{I}+\mathcal{R})^{s / \nu} \sigma_{\pi}, \pi \in \widehat{G}\right\}
$$

is in $L_{a-s}^{2}(\widehat{G})$ for any $s \in \mathbb{R}$. Furthermore, if $f=\mathcal{F}_{G}^{-1} \sigma \in L_{a}^{2}(G)$ then

$$
\mathcal{F}_{G}\left(X^{\alpha} f\right)(\pi)=\pi(X)^{\alpha} \widehat{f}(\pi) \quad \text { and } \quad \mathcal{F}_{G}\left((\mathrm{I}+\mathcal{R})^{s / \nu} f\right)(\pi)=\pi(\mathrm{I}+\mathcal{R})^{s / \nu} \widehat{f}(\pi)
$$

We have similar results for the right Sobolev spaces. Furthermore the adjoint map $\sigma \mapsto \sigma^{*}$ maps $L_{a}^{2}(\widehat{G}) \rightarrow \tilde{L}_{a}^{2}(\widehat{G})$ and $\tilde{L}_{a}^{2}(\widehat{G}) \rightarrow L_{a}^{2}(\widehat{G})$ isomorphically as Banach spaces.

Recall that the tempered distributions $X^{\alpha} f$ and $(\mathrm{I}+\mathcal{R})^{s / \nu} f$ used in the statement just above are respectively defined via

$$
\begin{equation*}
\left\langle X^{\alpha} f, \phi\right\rangle=\left\langle f,\left\{X^{\alpha}\right\}^{t} \phi\right\rangle, \quad \phi \in \mathcal{S}(G) \tag{5.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\langle(\mathrm{I}+\mathcal{R})^{s / \nu} f, \phi\right\rangle=\left\langle f,(\mathrm{I}+\overline{\mathcal{R}})^{s / \nu} \phi\right\rangle, \quad \phi \in \mathcal{S}(G) \tag{5.9}
\end{equation*}
$$

For (5.9), see Definition 4.3.17. For (5.8), this is the composition of the formula obtained for one vector field (with polynomial coefficients) by integration by parts. See also (1.10) for the definition of $\left\{X^{\alpha}\right\}^{t}$.

In Corollary 1.8.3, we stated the inversion formula valid for any Schwartz function on any connected simply connected Lie group. Here we weaken the hypothesis using the Sobolev spaces in the context of a graded Lie group $G$ :

Proposition 5.1.15 (Fourier inversion formula). Let $f$ be in the left Sobolev space $L_{s}^{2}(G)$ or in the right Sobolev space $\tilde{L}_{s}^{2}(G)$ with $s>Q / 2$. Then for almost every $\pi \in \operatorname{Rep} G$, the operator $\widehat{f}(\pi)$ is trace class with

$$
\begin{equation*}
\int_{\widehat{G}} \operatorname{Tr}|\widehat{f}(\pi)| d \mu(\pi)<\infty \tag{5.10}
\end{equation*}
$$

Furthermore, $f$ is continuous on $G$, and for every $x \in G$ we have

$$
\begin{equation*}
f(x)=\int_{\widehat{G}} \operatorname{Tr}(\pi(x) \widehat{f}(\pi)) d \mu(\pi)=\int_{\widehat{G}} \operatorname{Tr}(\widehat{f}(\pi) \pi(x)) d \mu(\pi) \tag{5.11}
\end{equation*}
$$

In the statement above, as $s>Q / 2>0$, the field $\widehat{f}$ is in $L^{2}(\widehat{G})$, it is then a field of bounded operators (even in Hilbert-Schmidt classes) and so can be composed on the left and the right with $\pi(x)$. The (possibly infinite) traces

$$
\operatorname{Tr}\left|\pi_{1}(x) \widehat{f}\left(\pi_{1}\right)\right|, \quad \operatorname{Tr}\left|\widehat{f}\left(\pi_{1}\right) \pi_{1}(x)\right| \quad \text { and } \quad \operatorname{Tr}\left|\widehat{f}\left(\pi_{1}\right)\right|
$$

are equal for $\pi_{1} \in \operatorname{Rep} G$ as $\pi_{1}$ is unitary. They are constant on the class of $\pi_{1} \in \operatorname{Rep} G$ in $\widehat{G}$ and are, therefore, treated as depending on $\pi \in \widehat{G}$. They are finite for $\mu$-almost all $\pi \in \widehat{G}$ in view of (5.10).

Note that (5.10) implies not only that the two expressions

$$
\int_{\widehat{G}} \operatorname{Tr}(\pi(x) \widehat{f}(\pi)) d \mu(\pi) \quad \text { and } \quad \int_{\widehat{G}} \operatorname{Tr}(\widehat{f}(\pi) \pi(x)) d \mu(\pi)
$$

make sense but that they are also equal by the properties of the trace since $\pi(x)$ is bounded.

Proof of Proposition 5.1.15. Let $\mathcal{R}$ be a positive Rockland operator of homogeneous degree $\nu$. Let $f \in L_{s}^{2}(G)$ with $s>Q / 2$. We set

$$
f_{s}:=(\mathrm{I}+\mathcal{R})^{\frac{s}{\nu}} f \in L^{2}(G)
$$

The properties of the trace imply

$$
\operatorname{Tr}|\widehat{f}(\pi)|=\operatorname{Tr}\left|\pi(\mathrm{I}+\mathcal{R})^{-\frac{s}{\nu}} \widehat{f}_{s}(\pi)\right| \leq\left\|\pi(\mathrm{I}+\mathcal{R})^{-\frac{s}{\nu}}\right\|_{\mathrm{HS}}\left\|\widehat{f}_{S}(\pi)\right\|_{\mathrm{HS}}
$$

Integrating against the Plancherel measure, we obtain by the Cauchy-Schwartz inequality

$$
\int_{\widehat{G}} \operatorname{Tr}|\widehat{f}(\pi)| d \mu(\pi) \leq\left\|\pi(\mathrm{I}+\mathcal{R})^{-\frac{s}{\nu}}\right\|_{L^{2}(\widehat{G})}\left\|\widehat{f}_{s}\right\|_{L^{2}(\widehat{G})}
$$

By Corollary 5.1.4, $C_{s}:=\left\|\pi(\mathrm{I}+\mathcal{R})^{-\frac{s}{\nu}}\right\|_{L^{2}(\widehat{G})}$ is a positive finite constant. Since $\left\|\widehat{f_{s}}(\pi)\right\|_{L^{2}(\widehat{G})}$ is equal to $\|f\|_{L_{s}^{2}(G)}$ which is finite, we have obtained (5.10).

Let $\phi \in \mathcal{S}(G)$. By the Plancherel formula, especially (1.30), we have

$$
\begin{aligned}
(f, \phi)_{L^{2}(G)} & =\left(f_{s},(\mathrm{I}+\mathcal{R})^{-\frac{s}{\nu}} \phi\right)_{L^{2}(G)} \\
& =\int_{\widehat{G}} \operatorname{Tr}\left(\mathcal{F}_{G}\left\{f_{s}\right\}(\pi)\left(\mathcal{F}_{G}\left\{(\mathrm{I}+\mathcal{R})^{-\frac{s}{\nu}} \phi\right\}(\pi)\right)^{*}\right) d \mu(\pi) \\
& =\int_{\widehat{G}} \operatorname{Tr}\left(\pi(\mathrm{I}+\mathcal{R})^{\frac{s}{\nu}} \widehat{f}(\pi) \widehat{\phi}(\pi)^{*} \pi(\mathrm{I}+\mathcal{R})^{-\frac{s}{\nu}}\right) d \mu(\pi) \\
& =\int_{\widehat{G}} \operatorname{Tr}\left(\widehat{f}(\pi) \widehat{\phi}(\pi)^{*}\right) d \mu(\pi)
\end{aligned}
$$

Note that the two functions $f_{s}$ and $(\mathrm{I}+\mathcal{R})^{\frac{s}{\nu}} \phi$ are both square integrable so all the traces above are finite.

We now fix a non-negative function $\chi \in \mathcal{D}(G)$ with compact support containing 0 and satisfying $\int_{G} \chi=1$. We apply what precedes to $\phi:=\chi_{\epsilon}$ given by

$$
\chi_{\epsilon}(y):=\epsilon^{-Q} \chi\left(\epsilon^{-1} y\right), \quad \epsilon>0, y \in G,
$$

and obtain

$$
\begin{equation*}
\left(f, \chi_{\epsilon}\right)_{L^{2}(G)}=\int_{\widehat{G}} \operatorname{Tr}\left(\widehat{f}(\pi) \widehat{\chi}_{\epsilon}(\pi)^{*}\right) d \mu(\pi) . \tag{5.12}
\end{equation*}
$$

Let us show that the right hand-side of (5.12) converges to

$$
\begin{equation*}
\int_{\widehat{G}} \operatorname{Tr}\left(\widehat{f}(\pi) \widehat{\chi}_{\epsilon}(\pi)^{*}\right) d \mu(\pi) \longrightarrow_{\epsilon \rightarrow 0} \int_{\widehat{G}} \operatorname{Tr}(\widehat{f}(\pi)) d \mu(\pi) . \tag{5.13}
\end{equation*}
$$

Note that the right hand-side of (5.13) is finite by (5.10).
The integrand on the left-hand side is bounded by

$$
\left|\operatorname{Tr}\left(\widehat{f}(\pi) \widehat{\chi}_{\epsilon}(\pi)^{*}\right)\right| \leq\left\|\widehat{\chi}_{\epsilon}(\pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \operatorname{Tr}|\widehat{f}(\pi)|
$$

and

$$
\left\|\widehat{\chi}_{\epsilon}(\pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \leq\left\|\chi_{\epsilon}\right\|_{L^{1}(G)}=\|\chi\|_{L^{1}(G)}
$$

Hence

$$
\left|\operatorname{Tr}\left(\widehat{f}(\pi) \widehat{\chi}_{\epsilon}(\pi)^{*}\right)\right| \leq\|\chi\|_{L^{1}(G)} \operatorname{Tr}|\widehat{f}(\pi)|,
$$

and the right-hand side is $\mu$-integrable by (5.10).

Let us show the convergence for every $\pi \in \widehat{G}$

$$
\begin{equation*}
\operatorname{Tr}\left(\widehat{f}(\pi) \widehat{\chi}_{\epsilon}(\pi)^{*}\right) \longrightarrow_{\epsilon \rightarrow 0} \operatorname{Tr}(\widehat{f}(\pi)) \tag{5.14}
\end{equation*}
$$

In order to do this, we want to estimate the difference

$$
\begin{aligned}
\left|\operatorname{Tr}\left(\widehat{f}(\pi) \widehat{\chi}_{\epsilon}(\pi)^{*}\right)-\operatorname{Tr}(\widehat{f}(\pi))\right| & =\left|\operatorname{Tr}\left(\widehat{f}(\pi)\left(\widehat{\chi}_{\epsilon}(\pi)^{*}-\mathrm{I}\right)\right)\right| \\
& \leq\left\|\widehat{\chi}_{\epsilon}(\pi)^{*}-\mathrm{I}\right\|_{L^{\infty}(\widehat{G})} \operatorname{Tr}|\widehat{f}(\pi)|
\end{aligned}
$$

Since

$$
\widehat{\chi}_{\epsilon}(\pi)^{*}=\int_{G} \chi_{\epsilon}(y) \pi(y) d y=\int_{G} \epsilon^{-Q} \chi\left(\epsilon^{-1} y\right) \pi(y) d y=\int_{G} \chi(z) \pi(\epsilon z) d z
$$

and as $\int_{G} \chi=1$, we have

$$
\begin{aligned}
\left\|\widehat{\chi}_{\epsilon}(\pi)^{*}-\mathrm{I}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} & =\left\|\int_{G} \chi(z)(\pi(\epsilon z)-\mathrm{I}) d z\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \leq \int_{G}|\chi(z)|\|\pi(\epsilon z)-\mathrm{I}\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} d z \\
& \leq \sup _{z \in \operatorname{supp} \chi}\|\pi(\epsilon z)-\mathrm{I}\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \int_{G}|\chi(z)| d z
\end{aligned}
$$

As $\pi$ is strongly continuous and supp $\chi$ compact, we know that

$$
\sup _{z \in \operatorname{supp} \chi}\|\pi(\epsilon z)-\mathrm{I}\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \longrightarrow \longrightarrow_{\epsilon \rightarrow 0} 0 .
$$

This implies the convergence in (5.14) for each $\pi \in \widehat{G}$.
We can now apply Lebesgue's dominated convergence theorem to obtain the convergence in (5.13).

By the Sobolev embeddings (see Theorem 4.4.25), $f$ is continuous on $G$ and it is a simple exercise to show that the left hand-side of (5.12) converges to

$$
\left(f, \chi_{\epsilon}\right)_{L^{2}(G)} \longrightarrow_{\epsilon \rightarrow 0} f(0) .
$$

Hence we have obtained the inversion formula given in (5.11) at $x=0$. Replacing $f$ by its left translation $f(x \cdot)$ which is still in $L_{s}^{2}(G)$ with the same Sobolev norm, it is then easy to obtain (5.11) for every $x \in G$.

For the case of $f \in \tilde{L}_{s}^{2}(G)$ with $s>Q / 2$, we set $f_{s}:=(\mathrm{I}+\tilde{\mathcal{R}})^{\frac{s}{\nu}} f \in L^{2}(G)$ and we obtain similar properties as above, ending by using right translations to obtain (5.11).

### 5.1.2 The spaces $\mathcal{K}_{a, b}(G), \mathscr{L}_{L}\left(L_{a}^{2}(G), L_{b}^{2}(G)\right)$, and $L_{a, b}^{\infty}(\widehat{G})$

In this section we describe the spaces $\mathcal{K}_{a, b}(G), \mathscr{L}_{L}\left(L_{a}^{2}(G), L_{b}^{2}(G)\right)$ and $L_{a, b}^{\infty}(\widehat{G})$, extending the notion of the group von Neumann algebras discussed in Section 1.8.2, to the setting of Sobolev spaces.

Definition 5.1.16 (Spaces $\mathscr{L}_{L}\left(L_{a}^{2}(G), L_{b}^{2}(G)\right)$ and $\left.\mathcal{K}_{a, b}(G)\right)$. Let $a, b \in \mathbb{R}$. We denote by

$$
\mathscr{L}_{L}\left(L_{a}^{2}(G), L_{b}^{2}(G)\right)
$$

the subspace of operators $T \in \mathscr{L}\left(L_{a}^{2}(G), L_{b}^{2}(G)\right)$ which are left-invariant.
We denote by

$$
\mathcal{K}_{a, b}(G)
$$

the subspace of tempered distributions $f \in \mathcal{S}^{\prime}(G)$ such that the operator $\mathcal{S}(G) \ni$ $\phi \mapsto \phi * f$ extends to a bounded operator from $L_{a}^{2}(G)$ to $L_{b}^{2}(G)$.

If a positive Rockland operator $\mathcal{R}$ of homogeneous degree $\nu$ is fixed, then the $\mathcal{K}_{a, b}(G)$-norm is defined for any $f \in \mathcal{K}_{a, b}(G)$, as the operator norm of $\phi \mapsto \phi * f$ viewed as an operator from $L_{a}^{2}(G)$ to $L_{b}^{2}(G)$, i.e.

$$
\begin{equation*}
\|f\|_{\mathcal{K}_{a, b}}:=\|\phi \mapsto \phi * f\|_{\mathscr{L}\left(L_{a}^{2}(G), L_{b}^{2}(G)\right)} . \tag{5.15}
\end{equation*}
$$

Here we have considered the Sobolev norms $\phi \mapsto\left\|(\mathrm{I}+\mathcal{R})^{\frac{c}{\nu}} \phi\right\|_{2}$ for $c=a, b$ for $L_{a}^{2}(G)$ and $L_{b}^{2}(G)$, respectively.

The vector space $\mathscr{L}_{L}\left(L_{a}^{2}, L_{b}^{2}\right)$ is a Banach subspace of $\mathscr{L}\left(L_{a}^{2}, L_{b}^{2}\right)$. Since the Sobolev spaces $L_{a}^{2}(G)$ are independent of the choice of a positive Rockland operator $\mathcal{R}$ (see Section 4.4.5), so are $\mathscr{L}_{L}\left(L_{a}^{2}(G), L_{b}^{2}(G)\right)$ and also $\mathcal{K}_{a, b}(G)$. However, the norms on these spaces do depend on a choice of a positive Rockland operator $\mathcal{R}$.

We may often write $\mathcal{K}_{a, b}$ instead of $\mathcal{K}_{a, b}(G)$ to ease the notation when no confusion is possible.

We have the immediate properties:
Proposition 5.1.17. 1. If $a=b=0$ then

$$
\mathcal{K}_{0,0}=\mathcal{K} \quad \text { and } \quad \mathscr{L}_{L}\left(L_{a}^{2}, L_{b}^{2}\right)=\mathscr{L}_{L}\left(L^{2}\right) .
$$

The norms $\|\cdot\|_{\mathcal{K}_{0,0}}$ and $\|\cdot\|_{\mathcal{K}}$ (defined in (5.15) and in (1.37) respectively) coincide. For any $f \in \mathcal{K}$ we have

$$
\left\|f^{*}\right\|_{\mathcal{K}}=\|f\|_{\mathcal{K}} \quad \text { where } \quad f^{*}(x)=\bar{f}\left(x^{-1}\right)
$$

and

$$
\forall r>0 \quad\left\|f \circ D_{r}\right\|_{\mathcal{K}}=r^{-Q}\|f\|_{\mathcal{K}}
$$

2. Fixing a positive Rockland operator $\mathcal{R}$, the mapping $f \mapsto\|f\|_{\mathcal{K}_{a, b}}$ defines a norm on the vector space $\mathcal{K}_{a, b}$ which becomes a Banach space. Any two positive Rockland operators produce equivalent norms on $\mathcal{K}_{a, b}$.
3. Let $a, b \in \mathbb{R}$. We have the continuous inclusion

$$
\mathcal{K}_{a, b}(G) \subset \mathcal{S}^{\prime}(G)
$$

Moreover if $T_{f}$ denotes the convolution operator $\phi \mapsto \phi * f$ for $f \in \mathcal{S}^{\prime}(G)$, then the following are equivalent:

$$
\begin{aligned}
f \in \mathcal{K}_{a, b} & \Longleftrightarrow T_{f} \in \mathscr{L}_{L}\left(L_{a}^{2}(G), L_{b}^{2}(G)\right) \\
& \Longleftrightarrow(\mathrm{I}+\mathcal{R})^{\frac{b}{\nu}} T_{f}(\mathrm{I}+\mathcal{R})^{-\frac{a}{\nu}} \in \mathscr{L}_{L}\left(L^{2}(G)\right) \\
& \Longleftrightarrow(\mathrm{I}+\mathcal{R})^{\frac{b}{\nu}}(\mathrm{I}+\tilde{\mathcal{R}})^{-\frac{a}{\nu}} f \in \mathcal{K}(G)
\end{aligned}
$$

where $\mathcal{R}$ is any positive Rockland operator of homogeneous degree $\nu$.
4. For any $c_{1}, c_{2} \geq 0$ we have the inclusions

$$
\mathscr{L}_{L}\left(L_{a}^{2}, L_{b}^{2}\right) \subset \mathscr{L}_{L}\left(L_{a+c_{1}}^{2}, L_{b-c_{2}}^{2}\right)
$$

and

$$
\mathcal{K}_{a, b} \subset \mathcal{K}_{a+c_{1}, b-c_{2}}
$$

5. If $f \in \mathcal{K}_{a, b}$ then $X^{\alpha} f \in \mathcal{K}_{a, b-[\alpha]}$ for any $\alpha \in \mathbb{N}_{0}^{n}$ and $(\mathrm{I}+\mathcal{R})^{s / \nu} f \in \mathcal{K}_{a, b-s}$ for any $s \in \mathbb{R}$. Furthermore, $X^{\alpha}$ and $(\mathrm{I}+\mathcal{R})^{s / \nu}$ are bounded on $\mathcal{K}_{a, b}$ :

$$
\left\|X^{\alpha} f\right\|_{\mathcal{K}_{a, b-[\alpha]}} \leq C_{a, b,[\alpha]}\|f\|_{\mathcal{K}_{a, b}}
$$

and

$$
\left\|(\mathrm{I}+\mathcal{R})^{s / \nu} f\right\|_{\mathcal{K}_{a, b-s}} \leq C_{a, b, s}^{\prime}\|f\|_{\mathcal{K}_{a, b}}
$$

for some positive finite constants $C_{a, b,[\alpha]}$ and $C_{a, b, s}^{\prime}$ independent of $f$.
If $-a$ and $b$ are in $\nu \mathbb{N}_{0}$, a norm equivalent to the $\mathcal{K}_{a, b}$-norm is

$$
f \longmapsto \sum_{[\alpha] \leq-a,[\beta] \leq b}\left\|\tilde{X}^{\alpha} X^{\beta} f\right\|_{\mathcal{K}}
$$

and if $a^{\prime} \in[a, 0]$ and $b^{\prime} \in[0, b]$ then

$$
\|f\|_{\mathcal{K}_{a^{\prime}, b^{\prime}}} \leq C_{a, b, a^{\prime}, b, \mathcal{R}} \sum_{[\alpha] \leq-a,[\beta] \leq b}\left\|\tilde{X}^{\alpha} X^{\beta} f\right\|_{\mathcal{K}}
$$

The definitions of the tempered distributions $X^{\alpha} f$ and $(\mathrm{I}+\mathcal{R})^{s / \nu} f$ were recalled in (5.8) and (5.9) respectively. For the proper definition of the operators $(\mathrm{I}+\mathcal{R})^{\frac{b}{\nu}},(\mathrm{I}+\tilde{\mathcal{R}})^{-\frac{a}{\nu}}$, see Definitions 4.3.17 and 4.4.31.

Proof of Proposition 5.1.17. Part (1) follows from the properties of the von Neu-mann-algebras $\mathcal{K}(G)$ and $\mathscr{L}_{L}\left(L^{2}(G)\right)$ as well as from the following two easy observations:

$$
\forall \psi \in L^{2}(G) \quad\left\|\psi \circ D_{r}\right\|_{2}=r^{-\frac{Q}{2}}\|\psi\|_{2}
$$

and for any $f \in \mathcal{K}, \phi \in \mathcal{S}(G)$ and $r>0$,

$$
\phi *\left(f \circ D_{r}\right)(x)=r^{-Q}\left(\left(\phi \circ D_{\frac{1}{r}}\right) * f\right)(r x) .
$$

Part (2) is easy to check. Part (3) follows from the Schwartz kernel theorem, see Corollary 3.2.1. Parts (4) and (5), follow easily from the properties of the Sobolev spaces and Part (3).

We now show that we can make sense of convolution of distributions in some $\mathcal{K}_{a, b}(G)$-spaces. The following lemma is almost immediate to check.
Lemma 5.1.18. Let $f \in \mathcal{K}_{a, b}(G)$ and $g \in \mathcal{K}_{b, c}(G)$ for $a, b, c \in \mathbb{R}$, and let $T_{f}: \phi \mapsto$ $\phi * f$ and $T_{g}: \phi \mapsto \phi * g$ be the associated operators. Then the operator $T_{g} T_{f}$ is continuous from $L_{a}^{2}(G)$ to $L_{c}^{2}(G)$ and its right-convolution kernel (as a continuous linear operator from $\mathcal{S}(G)$ to $\left.\mathcal{S}^{\prime}(G)\right)$ is denoted by $h \in \mathcal{K}_{a, c}(G)$.

If $\left(f_{n}\right)$ and $\left(g_{n}\right)$ are sequences of Schwartz functions converging to $f$ in $\mathcal{K}_{a, b}(G)$ and $g$ in $\mathcal{K}_{b, c}(G)$, respectively, then $h$ is the limit of $f_{n} * g_{n}$ in $\mathcal{K}_{a, c}(G)$.

Consequently, with the notation of the lemma above, $h$ coincides with the convolution of $f$ with $g$ whenever the convolution of $f$ with $g$ makes any technical sense, for instance, if the tempered distributions $f$ and $g$ (which are already assumed to be in $\mathcal{K}_{a, b}(G)$ and $\mathcal{K}_{b, c}(G)$ respectively) satisfy

- $f$ and $g$ are locally integrable functions with $|f| *|g| \in L^{1}(G)$,
- or at least one of the distributions $f$ or $g$ has compact support,
- or at least one of the distributions $f$ or $g$ is Schwartz.

Hence we may extend the notation and define:
Definition 5.1.19. If $f \in \mathcal{K}_{a, b}(G)$ and $g \in \mathcal{K}_{b, c}(G)$ for $a, b, c \in \mathbb{R}$, and $T_{f}: \phi \mapsto \phi * f$, $T_{g}: \phi \mapsto \phi * g$ are the associated operators, we denote by $f * g$ the distribution in $\mathcal{K}_{a, c}(G)$ which is the right convolution kernel of $T_{g} T_{f}$.

We obtain easily the following properties:
Corollary 5.1.20. Let $f \in \mathcal{K}_{a, b}(G)$ and $g \in \mathcal{K}_{b, c}(G)$ for $a, b, c \in \mathbb{R}$. Then we have the following property of associativity for any $\phi \in \mathcal{S}(G)$

$$
\phi *(f * g)=(\phi * f) * g
$$

and more generally for any $h \in \mathcal{K}_{c, d}(G)$ (where $d \in \mathbb{R}$ )

$$
f *(g * h)=(f * g) * h,
$$

as convolutions of an element of $\mathcal{K}_{a, b}(G)$ with an element of $\mathcal{K}_{b, d}(G)$ for the lefthand side, and of an element of $\mathcal{K}_{a, c}(G)$ with an element of $\mathcal{K}_{c, d}(G)$ for the righthand side.

The rest of this section is devoted to the definition of the group Fourier transform of a distribution in $\mathcal{K}_{a, b}(G)$. We start by defining what will turn out to be the image of the group Fourier transform on $\mathcal{K}_{a, b}(G)$. We recall that $L^{\infty}(\widehat{G})$ is the space of measurable fields of operators on $\widehat{G}$ which are uniformly bounded, see Definition 1.8.8.
Definition 5.1.21. Let $a, b \in \mathbb{R}$. We denote by $L_{a, b}^{\infty}(\widehat{G})$ the space of fields of operators $\sigma=\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{b}, \pi \in \widehat{G}\right\}$ satisfying

$$
\begin{equation*}
\exists C>0 \quad \forall \phi \in \mathcal{S}(G) \quad\|\sigma \widehat{\phi}\|_{L_{b}^{2}(\widehat{G})} \leq C\|\phi\|_{L_{a}^{2}(G)} \tag{5.16}
\end{equation*}
$$

Here we assume that a positive Rockland operator has been fixed to define the norms on $L_{b}^{2}(\widehat{G})$ and $L_{a}^{2}(G)$.

For such a field $\sigma,\|\sigma\|_{L_{a, b}^{\infty}(\widehat{G})}$ denotes the infimum of the constant $C>0$ satisfying (5.16).

We may sometimes abuse the notation and write $\left\|\sigma_{\pi}\right\|_{L_{a, b}^{\infty}(\widehat{G})}$ when no confusion is possible.

Note that as $\phi \in \mathcal{S}(G)$, its group Fourier transform acts on smooth vectors, see Example 1.8.18. Hence the composition $\sigma \widehat{\phi}$ above makes sense, see Section 1.8.3.

Naturally, the space $L_{a, b}^{\infty}(\widehat{G})$ introduced in Definition 5.1.21 is independent of the choice of a Rockland operator used to define the norms on $L_{b}^{2}(\widehat{G})$ and $L_{a}^{2}(G)$ :

Lemma 5.1.22. If $\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{b}, \pi \in \widehat{G}\right\}$ satisfies the condition in Definition 5.1.21 for one positive Rockland operator, then it satisfies the same property for any positive Rockland operator. Moreover, if $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ are two positive Rockland operators, and if $\|\sigma\|_{L_{a, b, \mathcal{R}_{1}}^{\infty}(\widehat{G})}$ and $\|\sigma\|_{L_{a, b, \mathcal{R}_{2}}^{\infty}(\widehat{G})}$ denote the corresponding infima, then there exists $C>0$ independent of $\sigma$ such that

$$
C^{-1}\|\sigma\|_{L_{a, b, \mathcal{R}_{2}}^{\infty}(\widehat{G})} \leq\|\sigma\|_{L_{a, b, \mathcal{R}_{1}}^{\infty}(\widehat{G})} \leq C\|\sigma\|_{L_{a, b, \mathcal{R}_{2}}^{\infty}(\widehat{G})} .
$$

Proof. This follows easily from the independence of the Sobolev spaces on $G$ and $\widehat{G}$ of the positive Rockland operators, see Section 4.4.5 and Proposition 5.1.14.

If the field acts on smooth vectors, we can simplify Definition 5.1.21:
Lemma 5.1.23. Let $\sigma=\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{\infty}, \pi \in \widehat{G}\right\}$ be a field acting on smooth vectors. Then $\sigma \in L_{a, b}^{\infty}(\widehat{G})$ if and only if

$$
\begin{equation*}
\left\{\pi(\mathrm{I}+\mathcal{R})^{\frac{b}{\nu}} \sigma_{\pi} \pi(\mathrm{I}+\mathcal{R})^{-\frac{a}{\nu}}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{\infty}, \pi \in \widehat{G}\right\} \in L^{\infty}(\widehat{G}) \tag{5.17}
\end{equation*}
$$

where $\mathcal{R}$ is a positive Rockland operator of degree $\nu$, and in this case,

$$
\|\sigma\|_{L_{a, b}^{\infty}(\widehat{G})}=\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{b}{\nu}} \sigma_{\pi} \pi(\mathrm{I}+\mathcal{R})^{-\frac{a}{\nu}}\right\|_{L^{\infty}(\widehat{G})} .
$$

Proof. This follows easily from the density of $\mathcal{S}(G)$ in $L_{b}^{2}(G)$.
Note that the composition in (5.17) makes sense as all the fields involved act on smooth vectors. In Corollary 5.1.30, we will see a sufficient condition (which will be useful later) for a field to be acting on smooth vectors.

We can now characterise the elements of $\mathcal{K}_{a, b}(G)$ in terms of $L_{a, b}^{\infty}(\widehat{G})$ :
Proposition 5.1.24. Let $a, b \in \mathbb{R}$.
(i) If $\sigma \in L_{a, b}^{\infty}(\widehat{G})$, then the operator $T_{\sigma}: \mathcal{S}(G) \rightarrow \mathcal{S}^{\prime}(G)$ defined via

$$
\begin{equation*}
\widehat{T_{\sigma} \phi}(\pi):=\sigma_{\pi} \widehat{\phi}(\pi), \quad \phi \in \mathcal{S}(G), \pi \in \widehat{G} \tag{5.18}
\end{equation*}
$$

extends uniquely to an operator in $\mathscr{L}\left(L_{a}^{2}, L_{b}^{2}\right)$. Moreover,

$$
\begin{equation*}
\left\|T_{\sigma}\right\|_{\mathscr{L}\left(L_{a}^{2}, L_{b}^{2}\right)}=\|\sigma\|_{L_{a, b}^{\infty}(\widehat{G})}, \tag{5.19}
\end{equation*}
$$

where the Sobolev norms are defined using a chosen positive Rockland operator $\mathcal{R}$ with homogeneous degree $\nu$. The right convolution kernel $f \in \mathcal{S}^{\prime}(G)$ of $T_{\sigma}$ is in $\mathcal{K}_{a, b}(G)$.
(ii) Conversely, if $f \in \mathcal{K}_{a, b}(G)$ then there exists a unique $\sigma \in L_{a, b}^{\infty}(\widehat{G})$ such that

$$
\begin{equation*}
\widehat{\phi * f}(\pi)=\sigma_{\pi} \widehat{\phi}(\pi), \quad \phi \in \mathcal{S}(G), \pi \in \widehat{G} . \tag{5.20}
\end{equation*}
$$

Furthermore, if $f$ is also in any of the spaces where the group Fourier transform has already been defined, namely any Sobolev space $L_{a}^{2}(G)$ or $\mathcal{K}(G)$, then $\sigma=\left\{\sigma_{\pi}, \pi \in \widehat{G}\right\}$ will coincide with the group Fourier transform of $f$.
Proof. The properties of $T_{\sigma}$ in Part (i) follow from the Plancherel theorem (Theorem 1.8.11) and the density of $\mathcal{S}(G)$ in $L^{2}(G)$. The right convolution kernel $f \in \mathcal{S}^{\prime}(G)$ of $T_{\sigma}$ is in $\mathcal{K}_{a, b}(G)$ by Proposition 5.1.17.

Conversely, let $f \in \mathcal{K}_{a, b}(G)$. By assumption the operator $T_{f}: \mathcal{S}(G) \ni \phi \mapsto$ $\phi * f$ admits a bounded extension from $L_{a}^{2}(G)$ to $L_{b}^{2}(G)$. Thus the operator (I + $\mathcal{R})^{\frac{b}{\nu}} T_{f}(\mathrm{I}+\mathcal{R})^{-\frac{a}{\nu}}$ is bounded on $L^{2}(G)$ and we denote by $f_{a, b} \in \mathcal{K}(G)$ its right convolution kernel. For any $\phi \in \mathcal{S}(G)$, we have $\phi_{a}:=(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} \phi \in \mathcal{S}(G)$ by Corollary 4.3.16 thus $\phi_{a} * f_{a, b} \in L^{2}(G)$ and we have

$$
T_{f} \phi \in L_{b}^{2}(G) \quad \text { with } \quad T_{f} \phi=(\mathrm{I}+\mathcal{R})^{-\frac{b}{\nu}}\left(\phi_{a} * f_{a, b}\right)
$$

Consequently $\mathcal{F}_{G}\left(T_{f} \phi\right) \in L_{b}^{2}(\widehat{G})$ and

$$
\mathcal{F}_{G}\left(T_{f} \phi\right)=\pi(\mathrm{I}+\mathcal{R})^{-\frac{b}{\nu}} \widehat{f}_{a, b} \widehat{\phi}_{a}=\pi(\mathrm{I}+\mathcal{R})^{-\frac{b}{\nu}} \widehat{f}_{a, b} \pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}} \widehat{\phi}
$$

One checks easily that $\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{b}, \pi \in \widehat{G}\right\}$ defined via

$$
\sigma_{\pi}:=\pi(\mathrm{I}+\mathcal{R})^{-\frac{b}{\nu}} \widehat{f}_{a, b}(\pi) \pi(\mathrm{I}+\mathcal{R})^{\frac{a}{\nu}}
$$

is in $L_{a, b}^{\infty}(\widehat{G})$ and satisfies (5.20). The rest of the proof of Part (ii) follows easily from the computations above and the uniqueness of the group Fourier transforms already defined.

Thanks to Proposition 5.1.24, we can extend the definition of the group Fourier transform to $\mathcal{K}_{a, b}(G)$ :

Definition 5.1.25 (The group Fourier transform on $\left.\mathcal{K}_{a, b}(G)\right)$. The group Fourier transform of $f \in \mathcal{K}_{a, b}(G)$ is the field of operators $\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{b}, \pi \in \widehat{G}\right\}$ in $L_{a, b}^{\infty}(\widehat{G})$ associated to $f$ by Proposition 5.1.24, and we write

$$
\widehat{f}(\pi):=\pi(f):=\sigma_{\pi}, \quad \pi \in \widehat{G}
$$

As the next example implies, any left-invariant vector field is in some $\mathcal{K}_{a, b}(G)$ and their Fourier transform can be defined via Definition 5.1.25. As is shown in the proof below, this coincides with the infinitesimal representation of the corresponding element of $\mathfrak{U}(\mathfrak{g})$ defined in Section 1.7.

Example 5.1.26. Let $\alpha \in \mathbb{N}_{0}^{n}$. The operator $X^{\alpha}$ is in $\mathscr{L}\left(L_{[\alpha]}^{2}(G), L^{2}(G)\right)$ and more generally in $\mathscr{L}\left(L_{[\alpha]+s}^{2}(G), L_{s}^{2}(G)\right)$ for any $s \in \mathbb{R}$. Its right convolution kernel is the distribution $X^{\alpha} \delta_{0}$ defined via (see (5.8))

$$
\left\langle X^{\alpha} \delta_{0}, \phi\right\rangle=\left\langle\delta_{0},\left\{X^{\alpha}\right\}^{t} \phi\right\rangle=\left\{X^{\alpha}\right\}^{t} \phi(0)
$$

which is in $\mathcal{K}_{[\alpha], 0}$, and more generally in $\mathcal{K}_{s+[\alpha], s}$ for any $s \in \mathbb{R}$. Its group Fourier transform is

$$
\mathcal{F}_{G}\left(X^{\alpha} \delta_{0}\right)(\pi)=\pi\left(X^{\alpha}\right)=\pi(X)^{\alpha}
$$

and coincides with the infinitesimal representation on $\mathfrak{U}(\mathfrak{g})$. It is in $L_{s+[\alpha], s}^{\infty}(\widehat{G})$ for any $s \in \mathbb{R}$.

Proof. By Theorem 4.4.16, $X^{\alpha}$ maps $L_{[\alpha]}^{2}(G)$ continuously to $L^{2}(G)$ and, more generally, $L_{s+[\alpha]}^{2}(G)$ continuously to $L_{s}^{2}(G)$.

By Proposition 1.7.6, we have for any $\phi \in \mathcal{S}(G)$

$$
\mathcal{F}_{G}\left(X^{\alpha} \phi\right)(\pi)=\pi\left(X^{\alpha}\right) \widehat{\phi}(\pi)=\pi(X)^{\alpha} \widehat{\phi}(\pi)
$$

This shows that $\mathcal{F}_{G}\left(X^{\alpha} \delta_{0}\right)$ coincides with $\left\{\pi\left(X^{\alpha}\right), \pi \in \widehat{G}\right\}$.
As our next example shows, when multipliers in a positive Rockland operator are in $\mathscr{L}_{L}\left(L_{s}^{2}(G), L_{s-b}^{2}(G)\right)$, the group Fourier transform of their right convolution kernels can also be given via the functional calculus of the Rockland operators:

Example 5.1.27. Let $\mathcal{R}$ be a positive Rockland operator of homogeneous degree $\nu$. Let $m$ be a measurable function on $[0, \infty)$ satisfying

$$
\exists C>0 \quad \forall \lambda \geq 0 \quad|m(\lambda)| \leq C(1+\lambda)^{\frac{b}{\nu}}
$$

Then the operator $m(\mathcal{R})$ defined by the functional calculus of $\mathcal{R}$ extends uniquely to an operator in $\mathscr{L}_{L}\left(L_{s+b}^{2}(G), L_{s}^{2}(G)\right)$ for any $s \in \mathbb{R}$. Its right convolution kernel $m(\mathcal{R}) \delta_{0}$ is in $\mathcal{K}_{s+b, s}$ for any $s \in \mathbb{R}$. Its group Fourier transform is

$$
\mathcal{F}_{G}\left(m(\mathcal{R}) \delta_{0}\right)(\pi)=m(\pi(\mathcal{R}))
$$

defined by the functional calculus of $\pi(\mathcal{R})$. It is in $L_{s+b, s}^{\infty}(\widehat{G})$ for any $s \in \mathbb{R}$. For a fixed $s \in \mathbb{R}$, we have

$$
\begin{aligned}
\|m(\mathcal{R})\|_{\mathscr{L}_{L}\left(L_{s+b}^{2}(G), L_{s}^{2}(G)\right)}=\left\|m(\mathcal{R}) \delta_{0}\right\|_{\mathcal{K}_{s+b, s}} & =\|m(\pi(\mathcal{R}))\|_{L_{s+b, s}^{\infty}(\widehat{G})} \\
& \leq \sup _{\lambda>0}(1+\lambda)^{-\frac{b}{\nu}}|m(\lambda)|
\end{aligned}
$$

if we realise the Sobolev norms with $\mathcal{R}$.
We refer to Section 4.1.3 and Corollary 4.1.16 for the properties of the functional calculus of $\mathcal{R}_{2}$ and $\pi(\mathcal{R})$.

Proof. The function $m_{1}$ given by

$$
m_{1}(\lambda):=m(\lambda)(1+\lambda)^{-\frac{b}{\nu}}, \quad \lambda \geq 0
$$

is measurable and bounded on $[0, \infty)$. The operator $m_{1}(\mathcal{R})$ defined by the functional calculus of $\mathcal{R}$ is therefore bounded on $L^{2}(G)$ with

$$
\left\|m_{1}(\mathcal{R})\right\|_{\mathscr{L}\left(L^{2}(G)\right)} \leq \sup _{\lambda \geq 0}\left|m_{1}(\lambda)\right|
$$

Again from the properties of the functional calculus of $\mathcal{R}$, we also have

$$
m(\mathcal{R}) \supset m_{1}(\mathcal{R})(\mathrm{I}+\mathcal{R})^{\frac{b}{\nu}}
$$

in the sense of operators. Since $\operatorname{Dom}(\mathrm{I}+\mathcal{R})^{b / \nu} \supset \mathcal{S}(G)$ (see Corollary 4.3.16), this shows that the domain of $m(\mathcal{R})$ contains $\mathcal{S}(G)$ and that

$$
m_{1}(\mathcal{R})=m(\mathcal{R})(\mathrm{I}+\mathcal{R})^{-\frac{b}{\nu}} \quad \text { on } \mathcal{S}(G)
$$

The properties of the functional calculus of $\mathcal{R}$ yield for any $s \in \mathbb{R}$,

$$
\begin{aligned}
\left\|m_{1}(\mathcal{R})\right\|_{\mathscr{L}\left(L^{2}(G)\right)} & =\left\|m_{1}(\mathcal{R})\right\|_{\mathscr{L}\left(L_{s}^{2}(G)\right)} \\
& =\left\|m(\mathcal{R})(\mathrm{I}+\mathcal{R})^{-\frac{b}{\nu}}\right\|_{\mathscr{L}\left(L_{s}^{2}(G)\right)} \\
& =\|m(\mathcal{R})\|_{\mathscr{L}\left(L_{s+b}^{2}(G), L_{s}^{2}(G)\right)}
\end{aligned}
$$

By Corollary 4.1.16, the kernel of $m_{1}(\mathcal{R})$ is the tempered distribution $m_{1}(\mathcal{R}) \delta_{0}$ with Fourier transform $\left\{m_{1}(\pi(\mathcal{R})), \pi \in \widehat{G}\right\}$. Adapting the proof of Corollary 4.1.16, we see that

$$
m_{1}(\pi(\mathcal{R}))=m(\pi(\mathcal{R}))(\mathrm{I}+\pi(\mathcal{R}))^{-\frac{b}{\nu}} \quad \text { on } \mathcal{H}_{\pi}^{\infty}, \quad \pi \in \widehat{G}
$$

It is now straightforward to check that the kernel of the operator $m(\mathcal{R})$ is in $\mathcal{K}_{s+b, s}$ and its Fourier transform is $\{m(\pi(\mathcal{R})), \pi \in \widehat{G}\}$.

Naturally, any Schwartz function is in any $\mathcal{K}_{a, b}$ and one can readily estimate the associated norm:
Example 5.1.28. If $\phi \in \mathcal{S}(G)$, then for any $a, b \in \mathbb{R}$, the operator $T_{\phi}: \psi \mapsto \psi * \phi$ is in $\mathscr{L}\left(L_{a}^{2}(G), L_{b}^{2}(G)\right), \phi \in \mathcal{K}_{a, b}$ and $\widehat{\phi} \in L_{a, b}^{\infty}$. If we fix a positive Rockland operator $\mathcal{R}$ of homogeneous degree $\nu$, then we have

$$
\left\|T_{\phi}\right\|_{\mathscr{L}\left(L_{a}^{2}(G), L_{b}^{2}(G)\right)}=\|\phi\|_{\mathcal{K}_{a, b}}=\|\widehat{\phi}\|_{L_{a, b}^{\infty}} \leq\left\|(\mathrm{I}+\mathcal{R})^{\frac{b}{\nu}}(\mathrm{I}+\tilde{\mathcal{R}})^{-\frac{a}{\nu}} \phi\right\|_{L^{1}(G)}<\infty
$$

where the norms on $\mathscr{L}\left(L_{a}^{2}(G), L_{b}^{2}(G)\right), \mathcal{K}_{a, b}$ and $L_{a, b}^{\infty}$ are defined with $\mathcal{R}$.
With Definition 5.1.25, we can reformulate Proposition 5.1.24 and parts of Proposition 5.1.17 and Corollary 5.1.20 as the following proposition.
Proposition 5.1.29. 1. Let $a, b \in \mathbb{R}$. The Fourier transform $\mathcal{F}_{G}$ maps $\mathcal{K}_{a, b}(G)$ onto $L_{a, b}^{\infty}(\widehat{G})$. Furthermore, $\mathcal{F}_{G}: \mathcal{K}_{a, b}(G) \rightarrow L_{a, b}^{\infty}(\widehat{G})$ is an isomorphism between Banach spaces. In particular, for $f \in \mathcal{K}_{a, b}(G)$,

$$
\|f\|_{\mathcal{K}_{a, b}}=\|\widehat{f}\|_{L_{a, b}^{\infty}(\widehat{G})} .
$$

It coincides with the Fourier transform on $\mathcal{K}(G)$ for $a=b=0$.
2. If $\sigma_{1} \in L_{a_{1}, b_{1}}^{\infty}(\widehat{G})$ and $\sigma_{2} \in L_{a_{2}, b_{2}}^{\infty}(\widehat{G})$ with $b_{2}=a_{1}$, then their product $\sigma_{1} \sigma_{2}$ makes sense as the element of $L_{a_{2}, b_{1}}^{\infty}(\widehat{G})$ given by the Fourier transform of $\left(\mathcal{F}_{G}^{-1} \sigma_{2}\right) *\left(\mathcal{F}_{G}^{-1} \sigma_{1}\right)$.

In other words, if $f_{1} \in \mathcal{K}_{a_{1}, b_{1}}(\widehat{G})$ and $f_{2} \in \mathcal{K}_{a_{2}, b_{2}}(\widehat{G})$ with $b_{2}=a_{1}$, then the Fourier transform of $f_{2} * f_{1} \in \mathcal{K}_{a_{2}, b_{1}}(\widehat{G})$ is

$$
\mathcal{F}_{G}\left(f_{2} * f_{1}\right)=\mathcal{F}_{G}\left(f_{1}\right) \mathcal{F}_{G}\left(f_{2}\right)
$$

3. Let $\sigma=\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\} \in L_{a, b}^{\infty}(\widehat{G})$. Then we have for any $\alpha \in \mathbb{N}_{0}^{n}$,

$$
\begin{equation*}
\left\{\pi(X)^{\alpha} \sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\} \in L_{a, b-[\alpha]}^{\infty}(\widehat{G}) \tag{5.21}
\end{equation*}
$$

and for any $s \in \mathbb{R}$,

$$
\begin{equation*}
\left\{\pi(\mathrm{I}+\mathcal{R})^{s / \nu} \sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\} \in L_{a, b-s}^{2}(\widehat{G}) \tag{5.22}
\end{equation*}
$$

Furthermore, if $f=\mathcal{F}_{G}^{-1} \sigma \in \mathcal{K}_{a, b}(G)$ then

$$
\mathcal{F}_{G}\left(X^{\alpha} f\right)(\pi)=\pi(X)^{\alpha} \widehat{f}(\pi) \quad \text { and } \quad \mathcal{F}_{G}\left((\mathrm{I}+\mathcal{R})^{s / \nu} f\right)(\pi)=\pi(\mathrm{I}+\mathcal{R})^{s / \nu} \widehat{f}(\pi)
$$

The fields of operators in (5.21) and (5.22) are understood as compositions of fields of operators in $L_{a_{2}, b_{2}}^{\infty}$ and $L_{a_{1}, b_{1}}^{\infty}$ with $b_{2}=a_{1}$, see Part 2 and Examples 5.1.26 and 5.1.27.

With the help of Proposition 5.1.29, we can now give a usefull sufficient condition for a field to act on smooth vectors and reformulate Corollary 4.4.10 into

Corollary 5.1.30. Let $a, b \in \mathbb{R}$ and let $\left\{\gamma_{\ell}, \ell \in \mathbb{Z}\right\}$ be a sequence of real numbers which tends to $\pm \infty$ as $\ell \rightarrow \pm \infty$. Let $\sigma \in L_{a+\gamma_{\ell}, b+\gamma_{\ell}}^{\infty}(\widehat{G})$ for every $\ell \in \mathbb{Z}$. Then $\sigma$ is a field of operators acting on smooth vectors:

$$
\sigma=\left\{\sigma_{\pi}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{\infty}, \pi \in \widehat{G}\right\}
$$

Furthermore $\sigma \in L_{a+\gamma, b+\gamma}^{\infty}(\widehat{G})$ for every $\gamma \in \mathbb{R}$ and for any $c \geq 0$, we have

$$
\sup _{|\gamma| \leq c}\|\sigma\|_{L_{a+\gamma, b+\gamma}^{\infty}(\widehat{G})} \leq C_{c} \max \left(\|\sigma\|_{L_{a+\gamma_{\ell}, b+\gamma_{\ell}}^{\infty}(\widehat{G})},\|\sigma\|_{L_{a+\gamma_{-\ell}, b+\gamma_{-\ell}}^{\infty}(\widehat{G})}\right),
$$

where $\ell \in \mathbb{N}_{0}$ is the smallest integer such that $\gamma_{\ell} \geq c$ and $-\gamma_{-\ell} \geq c$.
Proof. By Proposition 5.1.29, $\pi(X)^{\alpha} \sigma \in L_{a+\gamma_{\ell}, b+\gamma_{\ell}-[\alpha]}^{\infty}$ for every $\alpha \in \mathbb{N}_{0}^{n}$ and every $\ell \in \mathbb{Z}$. Thus choosing $\gamma_{\ell} \geq[\alpha]-b$, we have $\pi(X)^{\alpha} \sigma \widehat{\phi} \in L^{2}(\widehat{G})$ for every $\phi \in \mathcal{S}(G)$. Realising $\pi \in \widehat{G}$ as a representation of $G$ and fixing $v \in \mathcal{H}_{\pi}^{\infty}$, this implies that the mapping $x \mapsto \pi(x) \sigma_{\pi} \widehat{\phi}(\pi) v$ is smooth. Hence $\sigma_{\pi} \widehat{\phi}(\pi) v$ is smooth and $\sigma \widehat{\phi}$ acts on smooth vectors. As this holds for every $\phi \in \mathcal{D}(G)$, so does $\sigma$ by Lemma 1.8.19. We conclude with Corollary 4.4.10.

We end this section with one more technical property:
Lemma 5.1.31. Let $\sigma \in L_{a, b}^{\infty}(\widehat{G})$ where $a, b \in \mathbb{R}$. Let $\phi \in \mathcal{S}(G)$. Then we have $\sigma \widehat{\phi} \in \tilde{L}_{s}^{2}(\widehat{G})$ for any $s \in \mathbb{R}$ and

$$
\begin{equation*}
\int_{\widehat{G}} \operatorname{Tr}\left|\sigma_{\pi} \widehat{\phi}(\pi)\right| d \mu(\pi)<\infty \tag{5.23}
\end{equation*}
$$

Setting $f:=\mathcal{F}_{G}^{-1} \sigma \in \mathcal{K}_{a, b}$, the function $\phi * f$ is smooth and we have for any $x \in G$ the equality

$$
\phi * f(x)=\int_{\widehat{G}} \operatorname{Tr}\left(\pi(x) \sigma_{\pi} \widehat{\phi}(\pi)\right) d \mu(\pi)
$$

Remark 5.1.32. The composition $\sigma \widehat{\phi}$ makes sense since $\sigma$ is defined on smooth vectors and $\widehat{\phi}$ acts on smooth vectors. The composition $\pi(x) \sigma_{\pi} \pi(\phi)$ makes sense since $\pi(x)$ is bounded and $\sigma \widehat{\phi}$ is bounded (even in Hilbert Schmidt classes) since it is stated first that $\sigma \widehat{\phi} \in \tilde{L}_{s}^{2}(\widehat{G})$ for any $s$, hence in particular in $L^{2}(\widehat{G})$.

Proof. Let $T_{\sigma}$ be the operator with right convolution kernel $f:=\mathcal{F}_{G}^{-1} \sigma$. Then $T_{\sigma} \in \mathscr{L}\left(L_{a}^{2}(G), L_{b}^{2}(G)\right)$ and $T_{\sigma}^{*} T_{\sigma}$ extends to an operator in $\mathscr{L}\left(L_{a}^{2}(G)\right)$. For any $\phi \in \mathcal{S}(G)$, the definition of the adjoint and the duality between Sobolev spaces yield

$$
\begin{aligned}
\left\|T_{\sigma} \phi\right\|_{L^{2}(G)}^{2} & =\left\langle T_{\sigma}^{*} T_{\sigma} \phi, \bar{\phi}\right\rangle_{L_{a}^{2}(G) \times L_{-a}^{2}(G)} \\
& \leq\left\|T_{\sigma}^{*} T_{\sigma}\right\|_{\mathscr{L}\left(L_{a}^{2}(G)\right)}\|\phi\|_{L_{a}^{2}(G)}\|\phi\|_{L_{-a}^{2}(G)}
\end{aligned}
$$

This last expression is finite since $T_{\sigma}^{*} T_{\sigma} \in \mathscr{L}\left(L_{a}^{2}(G)\right)$ and $\mathcal{S}(G) \subset L_{s^{\prime}}^{2}(G)$ for any $s^{\prime} \in \mathbb{R}$. Thus $T_{\sigma} \phi \in L^{2}(G)$ and its Fourier transform is $\sigma \widehat{\phi} \in L^{2}(\widehat{G})$. For any $s \in \mathbb{R}$, we may replace $\phi$ with $\phi_{s}=(\mathrm{I}+\mathcal{R})^{s / \nu} \phi \in \mathcal{S}(G)$ and $\sigma \widehat{\phi}_{s} \in L^{2}(\widehat{G})$ yields $\sigma \widehat{\phi} \in L_{s}^{2}(\widehat{G})$.

Applying Proposition 5.1 .15 to $\sigma \widehat{\phi} \in \tilde{L}_{s}^{2}(\widehat{G})$ for some $s>Q / 2$, we obtain (5.23). Note that $f:=\mathcal{F}_{G}^{-1} \sigma$ is a tempered distribution so $\phi * f$ is smooth (see Lemma 3.1.55). The group Fourier transform of $\phi * f$ is $\sigma \widehat{\phi}$ by Proposition 5.1.29 Part 2 and Example 5.1.28. We now conclude with the inversion formula given in Proposition 5.1.15.

### 5.1.3 Symbols and associated kernels

In this section we aim at establishing a one-to-one correspondence between a collection $\sigma$ of operators parametrised by $G \times \widehat{G}$ and a function $\kappa$; this function will turn out to be the kernel of the operator naturally associated to $\sigma$. For the abstract setting behind measurable fields of operators and some of their properties we refer to Section B.1.6, especially to Proposition B.1.17, as well as Section 1.8.3.

Definition 5.1.33 (Symbols). A symbol is a field of operators $\left\{\sigma(x, \pi): \mathcal{H}_{\pi}^{\infty} \rightarrow\right.$ $\left.\mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}$ depending on $x \in G$, satisfying for each $x \in G$

$$
\exists a, b \in \mathbb{R} \quad \sigma(x, \cdot):=\left\{\sigma(x, \pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\} \in L_{a, b}^{\infty}(\widehat{G}) .
$$

Here we use the usual identifications of a strongly continuous irreducible unitary representation from $\operatorname{Rep} G$ with its equivalence class in $\widehat{G}$, and of a field of operators acting on the smooth vectors parametrised by $\widehat{G}$ with its equivalence class with respect to the Plancherel measure $\mu$.

We will usually assume that the symbols are uniformly regular in $x$ :

Definition 5.1.34 (Continuous and smooth symbols).

- A symbol $\left\{\sigma(x, \pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}$ is said to be continuous in $x \in G$ whenever there exists $a, b \in \mathbb{R}$ such that

$$
\forall x \in G \quad \sigma(x, \cdot):=\left\{\sigma(x, \pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\} \in L_{a, b}^{\infty}(\widehat{G})
$$

and the map $x \mapsto \sigma(x, \cdot)$ is continuous from $G \sim \mathbb{R}^{n}$ to the Banach space $L_{a, b}^{\infty}(\widehat{G})$.

- A symbol $\sigma=\left\{\sigma(x, \pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}$ is said to be smooth in $x \in G$ whenever it is a field of operators depending smoothly in $x \in G$ (see Remark 1.8.16) and, for every $\beta \in \mathbb{N}_{0}^{n}$, the field $\left\{\partial_{x}^{\beta} \sigma(x, \pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}$ is continuous.

Important note: In the sequel, whenever we talk about symbols (on graded Lie groups), we always mean the symbols which are smooth in $x \in G$ in the sense of Definition 5.1.34 unless stated otherwise.

For a symbol as in Definition 5.1.34, we will usually write

$$
\sigma=\{\sigma(x, \pi),(x, \pi) \in G \times \widehat{G}\}
$$

but we may sometimes abuse the notation and refer to the symbol simply as $\sigma(x, \pi)$.

Lemma 5.1.35. If $\sigma=\{\sigma(x, \pi),(x, \pi) \in G \times \widehat{G}\}$ is a symbol, then

$$
\kappa_{x}:=\mathcal{F}_{G}^{-1}\{\sigma(x, \cdot)\}
$$

is a tempered distribution and the map

$$
G \ni x \longmapsto \kappa_{x} \in \mathcal{S}^{\prime}(G)
$$

is smooth.
In other words,

$$
\kappa \in C^{\infty}\left(G, \mathcal{S}^{\prime}(G)\right)
$$

Here $C^{\infty}\left(G, \mathcal{S}^{\prime}(G)\right)$ denotes the set of smooth functions from $G$ to $\mathcal{S}^{\prime}(G)$.
Proof. As $\sigma$ is a smooth symbol, for every $\beta \in \mathbb{N}_{0}^{n}$, there exists $a_{\beta}, b_{\beta} \in \mathbb{R}$ such that $G \ni x \mapsto \partial_{x}^{\beta} \sigma(x, \cdot) \in L_{a_{\beta}, b_{\beta}}^{\infty}(\widehat{G})$ is continuous. By Proposition 5.1.29, composing this with $\mathcal{F}_{G}^{-1}$ implies that $G \ni x \mapsto \partial_{x}^{\beta} \kappa_{x} \in \mathcal{K}_{a_{\beta}, b_{\beta}}$ is continuous. Since the inclusion $\mathcal{K}_{a_{\beta}, b_{\beta}} \subset \mathcal{S}^{\prime}(G)$ is continuous, this implies that each map $G \ni x \mapsto$ $\partial_{x}^{\beta} \kappa_{x} \in \mathcal{S}^{\prime}(G)$ is continuous. Hence $G \ni x \mapsto \kappa_{x} \in \mathcal{S}^{\prime}(G)$ is smooth.

Definition 5.1.36 (Associated kernels). If $\sigma$ is a symbol, then the tempered distribution

$$
\kappa_{x}:=\mathcal{F}_{G}^{-1}\{\sigma(x, \cdot)\} \in \mathcal{S}^{\prime}(G)
$$

is called its associated kernel, sometimes its right convolution kernel, or just a kernel. We may also call the smooth map $G \ni x \mapsto \kappa_{x} \in \mathcal{S}^{\prime}(G)$ or the map $(x, y) \mapsto \kappa_{x}(y)=\kappa(x, y)$ the kernel associated with $\sigma$.

The smoothness of the map $x \mapsto \sigma(x, \cdot)$ implies easily:
Lemma 5.1.37. If $\sigma=\{\sigma(x, \pi)\}$ is a symbol with kernel $\kappa_{x}$ then for any $\beta \in \mathbb{N}_{0}^{n}$,

$$
X^{\beta} \sigma:=\left\{X_{x}^{\beta} \sigma(x, \pi)\right\}, \quad \tilde{X}^{\beta} \sigma:=\left\{\tilde{X}_{x}^{\beta} \sigma(x, \pi)\right\}, \text { and } \partial_{x}^{\beta} \sigma:=\left\{\partial_{x}^{\beta} \sigma(x, \pi)\right\}
$$

are symbols with respective kernels

$$
X_{x}^{\beta} \kappa_{x}, \quad \tilde{X}_{x}^{\beta} \kappa_{x}, \quad \text { and } \quad \partial_{x}^{\beta} \kappa_{x} .
$$

Examples of symbols are the symbols in the classes $S_{\rho, \delta}^{m}(G)$ defined later on. Here are more specific examples of symbols which do not depend on $x \in G$.

Example 5.1.38. If $f \in \mathcal{K}_{a, b}(G)$, then $\widehat{f}=\left\{\widehat{f}(\pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}$ is a symbol with kernel $f$.

The following are particular instances of this case:

- $\widehat{\delta}_{0}=\mathrm{I}=\left\{\mathrm{I}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{\infty}, \pi \in \widehat{G}\right\}$ is a symbol and its kernel is the Dirac measure $\delta_{0}$.
- For any $\alpha \in \mathbb{N}_{0}^{n},\left\{\pi(X)^{\alpha}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{\infty}, \pi \in \widehat{G}\right\}$ is a symbol with kernel $X^{\alpha} \delta_{0}$, see Example 5.1.26. It acts on smooth vectors, see Example 1.8.17, or alternatively Example 5.1.26 together with Corollary 5.1.30.
- If $\mathcal{R}$ is a positive Rockland operator of homogeneous degree $\nu$ and if $m$ is a measurable function on $[0, \infty)$ satisfying

$$
\exists C>0 \quad \forall \lambda \geq 0 \quad|m(\lambda)| \leq C(1+\lambda)^{b / \nu}
$$

then $\left\{m(\pi(\mathcal{R})): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}$ is a symbol with kernel $m(\mathcal{R}) \delta_{0}$, see Example 5.1.27. By Corollary 5.1.30, this symbol also acts on smooth vectors

$$
\left\{m(\pi(\mathcal{R})): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{\infty}, \pi \in \widehat{G}\right\}
$$

### 5.1.4 Quantization formula

With the notion of symbol explained in Section 5.1.3, our quantization makes sense:

Theorem 5.1.39 (Quantization). The quantization defined by formula (5.1) makes sense for any symbol $\sigma=\{\sigma(x, \pi)\}$. More precisely, for any $\phi \in \mathcal{S}(G)$ and $x \in G$, we have

$$
\begin{equation*}
\mathrm{Op}(\sigma) \phi(x)=\int_{\widehat{G}} \operatorname{Tr}(\pi(x) \sigma(x, \pi) \widehat{\phi}(\pi)) d \mu(\pi)=\phi * \kappa_{x}(x) \tag{5.24}
\end{equation*}
$$

where $\kappa_{x}$ denotes the kernel of $\sigma$. The integral over $\widehat{G}$ in (5.24) is well-defined and absolutely convergent. We also have $\operatorname{Op}(\sigma) \phi \in C^{\infty}(G)$. Furthermore, the quantization mapping $\sigma \mapsto \mathrm{Op}(\sigma)$ is one-to-one and linear.

Proof. Lemma 5.1.31 (see also Remark 5.1.32) implies that the integral in (5.24) is well defined, absolutely convergent and is equal to $\phi * \kappa_{x}(x)$.

By Lemma 3.1.55, for each $x \in G$, the function $\phi * \kappa_{x}$ is smooth. By Lemma 5.1.35, $x \mapsto \kappa_{x} \in \mathcal{S}^{\prime}(G)$ is smooth. Hence by composition, $x \mapsto \phi * \kappa_{x}(x)$ is smooth.

The quantization is clearly linear. Since the kernel is in one-to-one linear correspondence with the operator, and by Lemma 5.1.35 also with the symbol, the quantization $\sigma \mapsto \operatorname{Op}(\sigma)$ is one-to-one.

Definition 5.1.40 (Notation). If an operator $T$ is given by the formula (5.24) with symbol $\sigma(x, \pi)$, so that $T=\operatorname{Op}(\sigma)$, we will also write

$$
\sigma=\sigma_{T} \quad \text { or } \quad \sigma(x, \pi)=\sigma_{T}(x, \pi) \quad \text { or even } \quad \sigma=\mathrm{Op}^{-1}(T)
$$

This notation is justified since the quantization given by (5.24) is one-to-one by Theorem 5.1.39.

The operators associated with the symbols given in Example 5.1.38 are the ones alluded to in the introduction of this Section:
Continued Example 5.1.38: If $f \in \mathcal{K}_{a, b}(G)$, then $\operatorname{Op}(\widehat{f})$ is the convolution operator $\phi \mapsto \phi * f$ with the right convolution kernel $f$.

The following are particular instances of this case:

- $\mathrm{Op}(\mathrm{I})=\mathrm{I}$ and, more generally, for any $\alpha \in \mathbb{N}_{0}^{n}, \operatorname{Op}\left(\pi(X)^{\alpha}\right)=X^{\alpha}$.

These relations can also be expressed as

$$
\sigma_{\mathrm{I}}(x, \pi)=\mathrm{I}_{\mathcal{H}_{\pi}} \text { and } \sigma_{X^{\alpha}}(x, \pi)=\pi(X)^{\alpha}
$$

- If $\mathcal{R}$ is a positive Rockland operator of homogeneous degree $\nu$ and if $m$ is a measurable function on $[0, \infty)$ satisfying

$$
\exists C>0 \quad \forall \lambda \geq 0 \quad|m(\lambda)| \leq C(1+\lambda)^{b / \nu}
$$

then $\operatorname{Op}(m(\pi(\mathcal{R})))=m(\mathcal{R})$.
In these examples, the symbols are independent of $x$. However it is easy to produce $x$-dependent symbols out of them using the following two observations.

- If $\sigma=\{\sigma(x, \pi),(x, \pi) \in G \times \widehat{G}\}$ is a symbol and $c: G \rightarrow \mathbb{C}$ is a smooth function, then $c \sigma:=\{c(x) \sigma(x, \pi),(x, \pi) \in G \times \widehat{G}\}$ is a symbol.
- If $\sigma=\{\sigma(x, \pi),(x, \pi) \in G \times \widehat{G}\}$ and $\tau=\{\tau(x, \pi),(x, \pi) \in G \times \widehat{G}\}$ are two symbols, then so is their sum $\sigma+\tau=\{\sigma(x, \pi)+\tau(x, \pi),(x, \pi) \in G \times \widehat{G}\}$.

Remark 5.1.41. 1. The observations just above together with Example 5.1.38 and its continuation above imply that any differential operator of the form

$$
\begin{equation*}
\sum_{[\alpha] \leq M} c_{\alpha}(x) X^{\alpha} \quad \text { with smooth coefficients } c_{\alpha} \tag{5.25}
\end{equation*}
$$

may be quantized, in the sense that $\sum_{[\alpha] \leq M} c_{\alpha}(x) \pi(X)^{\alpha}$ is a (smooth) symbol and we have

$$
\sum_{[\alpha] \leq M} c_{\alpha}(x) X^{\alpha}=\operatorname{Op}\left(\sum_{[\alpha] \leq M} c_{\alpha}(x) \pi(X)^{\alpha}\right)
$$

The differential calculus is, by definition, the space of differential operators of the form

$$
\sum_{|\alpha| \leq d} b_{\alpha}(x) \partial_{x}^{\alpha} \quad \text { with smooth coefficients } b_{\alpha}
$$

or, equivalently, of the form (5.25), see (3.1.5). Hence, we have obtained that the differential calculus may be quantized. This could be viewed as 'the minimum requirement' for a notion of symbol and quantization on a manifold.
2. In order to achieve this, we had to consider and use fields of operators defined on smooth vectors in our definition of symbol. Indeed, for instance, the symbol associated to a left-invariant vector field $X$ is $\{\pi(X)\}$ while $\pi(X)$ are defined on $\mathcal{H}_{\pi}^{\infty}$ but is not bounded on $\mathcal{H}_{\pi}$.

This technicality has also the following advantage when we apply our theory in the setting of the Heisenberg group $\mathbb{H}_{n_{o}}$ in Chapter 6. Realising (almost all of) its dual group $\widehat{\mathbb{H}}_{n_{o}}$ via Schrödinger representations, the spaces of smooth vectors will coincide with the Schwartz space $\mathcal{S}\left(\mathbb{R}^{n_{o}}\right)$. In this context, the symbols will be operators acting on $\mathcal{S}\left(\mathbb{R}^{n_{o}}\right)$ (which are smoothly parametrised by points in $\mathbb{H}_{n_{o}}$ ).
3. With our notion of symbols and quantization, we also obtain part of the functional calculus of any Rockland operators. More precisely, if $\mathcal{R}$ is a positive Rockland operator, we obtain all the operators of the form $m(\mathcal{R})$ with $m:[0, \infty) \rightarrow \mathbb{C}$ a measurable function of (at most) polynomial growth at infinity.
4. The symbol classes that we have introduced are based on the quantization relying on writing the operators as operators with right-convolution kernels. There is an obvious parallel theory of quantization and of the corresponding symbols and their classes suited for problems based on the rightinvariant operators. With natural modifications we could have considered at the same time right-invariant vector fields in Part (1) above and a quantization involving left-convolution kernels of operators, i.e. writing the same operators but now in the form $\phi \mapsto \kappa_{x} * \phi$. As an outcome, with natural modifications we would obtain a parallel theory with the same parallel collection of results to those presented here.

## $\mathrm{Op}(\sigma)$ as a limit of nice operators

The operators we have obtained as $\operatorname{Op}(\sigma)$ for symbols $\sigma$ are limits of 'nice operators' in the following sense:

Lemma 5.1.42. If $\sigma=\{\sigma(x, \pi)\}$ is a symbol, we can construct explicitly a family of symbols $\sigma_{\epsilon}=\left\{\sigma_{\epsilon}(x, \pi)\right\}, \epsilon>0$, in such a way that

1. the kernel $\kappa_{\epsilon}(x, y)$ of $\sigma_{\epsilon}$ is smooth in both $x$ and $y$, and compactly supported in $x$,
2. if $\phi \in \mathcal{S}(G)$ then $\operatorname{Op}\left(\sigma_{\epsilon}\right) \phi \in \mathcal{D}(G)$, and
3. $\mathrm{Op}\left(\sigma_{\epsilon}\right) \phi \underset{\epsilon \rightarrow 0}{\longrightarrow} \mathrm{Op}(\sigma) \phi$ uniformly on any compact subset of $G$.

Proof of Lemma 5.1.42. We fix a number $p$ such that $p / 2$ is a positive integer divisible by all the weights $v_{1}, \ldots, v_{n}$. Therefore, if $|\cdot|_{p}$ is the quasi-norm given by (3.21), then the mapping $x \mapsto|x|_{p}^{p}$ is a $p$-homogeneous polynomial. We also fix $\chi_{o} \in C_{c}^{\infty}(\mathbb{R})$ with $\chi_{o} \geq 0, \chi_{o}=1$ on $[1 / 2,2]$ and $\chi_{o}=0$ outside of $[1 / 4,4]$. For any $\epsilon>0$, we write

$$
\chi_{\epsilon}(x):=\chi_{o}\left(\epsilon|x|_{p}^{p}\right) .
$$

Clearly $\chi_{\epsilon} \in \mathcal{D}(G)$.
If $\pi \in \widehat{G}$, we denote by $|\pi|$ the distance between the co-adjoint orbits corresponding to $\pi$ and 1 .

Applying the orbit method, one can construct explicitly for each $\pi \in \widehat{G}$ a basis $\left(v_{\ell, \pi}\right)_{\ell=1}^{\infty}$ formed by smooth vectors and such that the field of vectors $\widehat{G} \ni \pi \mapsto v_{\ell, \pi}$ is measurable. We denote by $\operatorname{proj}_{\epsilon, \pi}$ the orthogonal projection on the subspaces spanned by $v_{1, \pi}, \ldots, v_{\ell, \pi}$ where $\ell$ is the smallest integer such that $\ell>\epsilon^{-1}$.

We consider for any $\epsilon \in(0,1)$ the mapping

$$
\sigma_{\epsilon}(x, \pi):=\chi_{\epsilon}(x) 1_{|\pi| \leq \epsilon^{-1}} \sigma(x, \pi) \circ \operatorname{proj}_{\epsilon, \pi} .
$$

By Definition 5.1.36, the symbol and the kernel are related by

$$
\mathcal{F}_{G}\left(\kappa_{\epsilon, x}\right)(\pi)=\sigma_{\epsilon}(x, \pi)
$$

By the Fourier inversion formula (1.26), the corresponding kernel is

$$
\kappa_{\epsilon, x}(y)=\kappa_{\epsilon}(x, y)=\chi_{\epsilon}(x) \int_{|\pi| \leq \epsilon^{-1}} \operatorname{Tr}\left(\sigma(x, \pi) \operatorname{proj}_{\epsilon, \pi} \pi(y)\right) d \mu(\pi)
$$

which is smooth in $x$ and $y$ and compactly supported in $x$.
The corresponding operator is $\mathrm{Op}\left(\sigma_{\epsilon}\right)$, given for any $\phi \in \mathcal{S}(G)$ and $x \in G$ by

$$
\begin{aligned}
\mathrm{Op}\left(\sigma_{\epsilon}\right) \phi(x) & =\int_{\widehat{G}} \operatorname{Tr}\left(\pi(x) \sigma_{\epsilon}(x, \pi) \widehat{\phi}(\pi)\right) d \mu(\pi) \\
& =\chi_{\epsilon}(x) \int_{|\pi| \leq \epsilon^{-1}} \operatorname{Tr}\left(\pi(x) \sigma(x, \pi) \operatorname{proj}_{\epsilon, \pi} \widehat{\phi}(\pi)\right) d \mu(\pi)
\end{aligned}
$$

It is also given by

$$
\operatorname{Op}\left(\sigma_{\epsilon}\right) \phi(x)=\phi * \kappa_{\epsilon, x}(x)
$$

Clearly $\operatorname{Op}\left(\sigma_{\epsilon}\right) \phi$ is smooth and compactly supported.
Since

$$
\widehat{G} \ni \pi \mapsto \operatorname{Tr}|\sigma(x, \pi) \widehat{\phi}(\pi)|
$$

is integrable against $\mu$, using the dominated convergence theorem, we obtain easily the uniform convergence of $\operatorname{Op}\left(\sigma_{\epsilon}\right) \phi$ to $\operatorname{Op}(\sigma) \phi$ on any compact set.

### 5.2 Symbol classes $S_{\rho, \delta}^{m}$ and operator classes $\Psi_{\rho, \delta}^{m}$

In Section 5.2, we will define and study classes of symbols $S_{\rho, \delta}^{m}=S_{\rho, \delta}^{m}(G)$. By applying the quantization procedure described in Section 5.1, we will then obtain the corresponding classes of operators

$$
\Psi_{\rho, \delta}^{m}=\operatorname{Op}\left(S_{\rho, \delta}^{m}\right)
$$

In Section 5.5, we will show that this collection of operators $\cup_{m \in \mathbb{R}} \Psi_{\rho, \delta}^{m}$ forms an algebra and satisfies the usual properties expected from a symbolic calculus.

Before defining symbol classes, we need to define difference operators.

### 5.2.1 Difference operators

On compact Lie groups the difference operators were defined as acting on Fourier coefficients, see Definition 2.2.6. Its adaptation to our setting leads us to (densely) defined difference operators on $\mathcal{K}_{a, b}(G)$ viewed as fields.

Definition 5.2.1. For any $q \in C^{\infty}(G)$, we set

$$
\Delta_{q} \widehat{f}(\pi):=\widehat{q f}(\pi) \equiv \pi(q f)
$$

for any distribution $f \in \mathcal{D}^{\prime}(G)$ such that $f \in \mathcal{K}_{a, b}$ and $q f \in \mathcal{K}_{a^{\prime}, b^{\prime}}$ for some $a, b, a^{\prime}, b^{\prime} \in \mathbb{R}$.

Recall that if $f \in \mathcal{D}^{\prime}(G)$ and $q \in C^{\infty}(G)$, then the distribution $q f \in \mathcal{D}^{\prime}(G)$ is defined via

$$
\begin{equation*}
\langle q f, \phi\rangle:=\langle f, q \phi\rangle, \quad \phi \in \mathcal{D}(G), \tag{5.26}
\end{equation*}
$$

which makes sense since $q \phi \in \mathcal{D}(G)$. In Definition 5.2.1, we assume that the two distributions $f$ and $q f$ are in $\cup_{a^{\prime \prime}, b^{\prime \prime} \in \mathbb{R}} \mathcal{K}_{a^{\prime \prime}, b^{\prime \prime}}$. Note that, as all the definitions of group Fourier transform coincide, different values for the parameters $a, b, a^{\prime}, b^{\prime}$ in Definition 5.2.1 yield the same fields of operators $\left\{\widehat{f}(\pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}$ and $\left\{\widehat{q f}(\pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}$. This justifies our use of the notation $\Delta_{q}$ without reference to the parameters $a, b, a^{\prime}, b^{\prime}$.

Remark 5.2.2. In general, it is not possible to define an operator $\Delta_{q}$ on a single $\pi$, and it has to be viewed as acting on the 'whole' fields parametrised by $\widehat{G}$. For example, already on the commutative group $\left(\mathbb{R}^{n},+\right)$, the difference operators corresponding to coordinate functions will satisfy

$$
\Delta^{\alpha} \widehat{\phi}(\xi)=\left(\frac{1}{i} \frac{\partial}{\partial \xi}\right)^{\alpha} \widehat{\phi}(\xi), \quad \xi \in \mathbb{R}^{n}
$$

with appropriately chosen functions $q$, thus involving derivatives in the dual variable, see Example 5.2.6. Furthermore if $q$ is not a coordinate function but for instance a (non-zero) smooth function with compact support, the corresponding difference operator is not local.

Also, on the Heisenberg group $\mathbb{H}_{n_{o}}$ (see Example 1.6.4), taking $q=t$ the central variable, and $\pi_{\lambda}$ the Schrödinger representations (see Section 6.3.2), then $\Delta_{t}$ is expressed using derivatives in $\lambda$, see Lemma 6.3.6 and Remark 6.3.7.

Let us fix a basis of $\mathfrak{g}$. For the notation of the following proposition we refer to Section 3.1.3 where the spaces of polynomials on homogeneous Lie groups have been discussed, with the set $\mathcal{W}$ defined in (3.60). We will define the difference operators associated with the polynomials appearing in the Taylor expansions:

Proposition 5.2.3. 1. For each $\alpha \in \mathbb{N}_{0}^{n}$, there exists a unique homogeneous polynomial $q_{\alpha}$ of degree $[\alpha]$ satisfying

$$
\forall \beta \in \mathbb{N}_{0}^{n} \quad X^{\beta} q_{\alpha}(0)=\delta_{\alpha, \beta}= \begin{cases}1 & \text { if } \beta=\alpha \\ 0 & \text { otherwise }\end{cases}
$$

2. The polynomials $q_{\alpha}, \alpha \in \mathbb{N}_{0}^{n}$, form a basis of $\mathcal{P}$. Furthermore, for each $M \in$ $\mathcal{W}$, the polynomials $q_{\alpha},[\alpha]=M$, form a basis of $\mathcal{P}_{[\alpha]=M}$.
3. The Taylor polynomial of a suitable function $f$ at a point $x \in G$ of homogeneous degree $M \in \mathcal{W}$ is

$$
\begin{equation*}
P_{x, M}^{(f)}(y)=\sum_{[\alpha] \leq M} q_{\alpha}(y) X^{\alpha} f(x) \tag{5.27}
\end{equation*}
$$

4. For any $\alpha \in \mathbb{N}_{0}^{n}$, we have for any $x, y \in G$,

$$
q_{\alpha}(x y)=\sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]} c_{\alpha_{1}, \alpha_{2}} q_{\alpha_{1}}(x) q_{\alpha_{2}}(y)
$$

for some coefficients $c_{\alpha_{1}, \alpha_{2}} \in \mathbb{R}$ independent of $x$ and $y$. Moreover, we have

$$
c_{\alpha_{1}, 0}=\left\{\begin{array}{ll}
1 & \text { if } \alpha_{1}=\alpha \\
0 & \text { otherwise }
\end{array}, \quad c_{0, \alpha_{2}}=\left\{\begin{array}{ll}
1 & \text { if } \alpha_{2}=\alpha \\
0 & \text { otherwise }
\end{array} .\right.\right.
$$

Proof. For each $M \in \mathcal{W}$, by Corollary 3.1.31, there exists a unique polynomial $q_{\alpha} \in \mathcal{P}=M$ satisfying $X^{\beta} q_{\alpha}(0)=\delta_{\alpha, \beta}$ for every $\beta \in \mathbb{N}_{0}^{n}$ with $[\beta]=M$, therefore for every $\beta \in \mathbb{N}_{0}^{n}$. This shows parts (1) and (2). Part (3) follows from the definition of a Taylor polynomial.

It remains to prove Part (4). For this it suffices to consider $q_{\alpha}(x y)$ as a polynomial in $x$ and in $y$, using the bases $\left(q_{\alpha_{1}}(x)\right)$ and $\left(q_{\alpha_{2}}(y)\right)$. Therefore, $q_{\alpha}(x y)$ can be written as a finite linear combination of $q_{\alpha_{1}}(x) q_{\alpha_{2}}(y)$. Since

$$
q_{\alpha}((r x)(r y))=r^{[\alpha]} q_{\alpha}(x y)
$$

this forces this linear combination to be over $\alpha_{1}, \alpha_{2} \in \mathbb{N}_{0}^{n}$ satisfying $\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=$ $[\alpha]$. The conclusions about the coefficients follow by setting $y=0$ and then $x=0$, see also (3.14).

In the case of $\left(\mathbb{R}^{n},+\right)$ the polynomials $q_{\alpha}$ are the usual normalised monomials $\left(\alpha_{1}!\ldots \alpha_{n}!\right)^{-1} x^{\alpha}$. But it is not usually the case on other groups:
Example 5.2.4. On the three dimensional Heisenberg group $\mathbb{H}_{1}$ where a point is described as $(x, y, t) \in \mathbb{R}^{3}$ (see Example 1.6.4), we compute directly that for degree 1 we have

$$
q_{(1,0,0)}=x, q_{(0,1,0)}=y
$$

and for degree 2,

$$
q_{(2,0,0)}=x^{2}, q_{(0,2,0)}=y^{2}, q_{(1,1,0)}=x y, q_{(0,0,1)}=t-\frac{1}{2} x y
$$

Definition 5.2.5. For each $\alpha \in \mathbb{N}_{0}^{n}$, the difference operators are

$$
\Delta^{\alpha}:=\Delta_{\tilde{q}_{\alpha}}, \quad \alpha \in \mathbb{N}_{0}^{n}
$$

where

$$
\tilde{q}_{\alpha}(x):=q_{\alpha}\left(x^{-1}\right)
$$

and $q_{\alpha} \in \mathcal{P}_{=[\alpha]}$ is defined in Proposition 5.2.3.

The difference operators generalise the Euclidean derivatives with respect to the Fourier variable on $\left(\mathbb{R}^{n},+\right)$ in the following sense:
Example 5.2 .6 . Let us consider the abelian group $G=\left(\mathbb{R}^{n},+\right)$. We identify $\widehat{\mathbb{R}}^{n}$ with $\mathbb{R}^{n}$. If the Fourier transform of a function $\phi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ is given by

$$
\mathcal{F}_{G} \phi(\xi)=(2 \pi)^{-\frac{n}{2}} \int_{\mathbb{R}^{n}} e^{-i x \cdot \xi} \phi(x) d x, \quad \xi \in \mathbb{R}^{n}
$$

then

$$
\Delta^{\alpha} \mathcal{F}_{G} \phi(\xi)=\int_{\mathbb{R}^{n}} e^{-i x \cdot \xi}(-x)^{\alpha} \phi(x) d x=\left(\frac{1}{i} \frac{\partial}{\partial \xi}\right)^{\alpha} \mathcal{F}_{G} \phi(\xi)
$$

Thus, $\Delta^{\alpha}$ coincide with the operators $D^{\alpha}=\left(\frac{1}{i} \frac{\partial}{\partial \xi}\right)^{\alpha}$ usually appearing in the Fourier analysis on $\mathbb{R}^{n}$.

Example 5.2.7. $\Delta^{0}$ is the identity operator on each $\mathcal{K}_{a, b}(G)$.
Example 5.2.8. For $\mathrm{I}=\widehat{\delta}_{o}=\left\{\mathrm{I}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{\infty}, \pi \in \widehat{G}\right\}$ and any $\alpha \in \mathbb{N}_{0}^{n} \backslash\{0\}$, we have $\Delta^{\alpha} I=0$.

Proof. We know that $\mathrm{I}=\widehat{\delta}_{0}$ (see Example 5.1.38). The distribution $\tilde{q}_{\alpha} \delta_{0}$ is defined by

$$
\left\langle\tilde{q}_{\alpha} \delta_{0}, \phi\right\rangle=\left\langle\delta_{0}, \tilde{q}_{\alpha} \phi\right\rangle, \quad \phi \in \mathcal{D}(G)
$$

see (5.26). Since

$$
\left\langle\delta_{0}, \tilde{q}_{\alpha} \phi\right\rangle=\left(\tilde{q}_{\alpha} \phi\right)(0)=\tilde{q}_{\alpha}(0) \phi(0)=0
$$

we must have $q \delta_{0}=0$. Therefore, $\Delta^{\alpha} \mathrm{I}=\widehat{q \delta_{0}}=0$.
More generally, we have
Lemma 5.2.9. Let $\alpha, \beta \in \mathbb{N}_{0}^{n}$. Then the symbol $\left\{\pi(X)^{\beta}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{\infty}, \pi \in \widehat{G}\right\}$ (see Example 5.1.38) satisfies

$$
\Delta^{\alpha} \pi(X)^{\beta}=0 \quad \text { if }[\alpha]>[\beta]
$$

If $[\alpha] \leq[\beta]$, then $\Delta^{\alpha} \pi(X)^{\beta}$ is a linear combination depending only on $\alpha, \beta$, of the terms $\pi(X)^{\beta_{2}}$ with $\left[\beta_{2}\right]=[\beta]-[\alpha]$, that is,

$$
\Delta^{\alpha} \pi(X)^{\beta}=\bar{\sum}_{[\alpha]+\left[\beta_{2}\right]=[\beta]} \pi(X)^{\beta_{2}}
$$

Proof of Lemma 5.2.9. We see that $\Delta^{\alpha} \pi(X)^{\beta}$ is the group Fourier transform of the distribution $\tilde{q}_{\alpha} X^{\beta} \delta_{0}$ defined via

$$
\left\langle\tilde{q}_{\alpha} X^{\beta} \delta_{0}, \phi\right\rangle=\left\langle X^{\beta} \delta_{0}, \tilde{q}_{\alpha} \phi\right\rangle=\left\{X^{\beta}\right\}^{t}\left\{\tilde{q}_{\alpha} \phi\right\}(0)
$$

for any $\phi \in \mathcal{D}(G)$, see Example 5.1.38. This is so as long as we prove that $\tilde{q}_{\alpha} X^{\beta} \delta_{0}$ is in some $\mathcal{K}_{a, b}$. Let us find another expression for this distribution. As $\left\{X^{\beta}\right\}^{t}$ is
a $[\beta]$-homogeneous left-invariant differential operators, by the Leibniz formula for vector fields, we have

$$
\left\{X^{\beta}\right\}^{t}\left\{\tilde{q}_{\alpha} \phi\right\}=\sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right]=[\beta]} X^{\beta_{1}} \tilde{q}_{\alpha} X^{\beta_{2}} \phi
$$

We easily see that $X^{\beta_{1}} \tilde{q}_{\alpha} \in \mathcal{P}_{=[\alpha]-\left[\beta_{1}\right]}$ and, therefore, by Part (2) of Proposition 5.2.3 we have

$$
X^{\beta_{1}} \tilde{q}_{\alpha}=\sum_{\left[\alpha^{\prime}\right]=[\alpha]-\left[\beta_{1}\right]} \tilde{q}_{\alpha^{\prime}} .
$$

Hence we have obtained

$$
\left\{X^{\beta}\right\}^{t}\left\{\tilde{q}_{\alpha} \phi\right\}=\sum_{\substack{\left[\beta_{1}\right]+\left[\beta_{2}\right]=[\beta] \\\left[\alpha^{\prime}\right]=[\alpha]-\left[\beta_{1}\right]}} \tilde{q}_{\alpha^{\prime}} X^{\beta_{2}} \phi
$$

and

$$
\left\langle\tilde{q}_{\alpha} X^{\beta} \delta_{0}, \phi\right\rangle=\sum_{\substack{\left[\beta_{1}\right]+\left[\beta_{2}\right]=[\beta] \\\left[\alpha^{\prime}\right]=[\alpha]-\left[\beta_{1}\right]}}\left(\tilde{q}_{\alpha^{\prime}} X^{\beta_{2}} \phi\right)(0)=\sum_{\substack{\left[\beta_{1}\right]+\left[\beta_{2}\right]=[\beta] \\ 0=[\alpha]-\left[\beta_{1}\right]}} X^{\beta_{2}} \phi(0),
$$

with the convention that the sum is zero if there are no such $\beta_{1}, \beta_{2}$. Thus

$$
\tilde{q}_{\alpha} X^{\beta} \delta_{0}=\sum_{\substack{\left[\beta_{1}\right]+\left[\beta_{2}\right]=[\beta] \\[\alpha]=\left[\beta_{1}\right]}} X^{\beta_{2}} \delta_{0}
$$

Since $X^{\beta_{2}} \delta_{0} \in \mathcal{K}_{\left[\beta_{2}\right], 0}$ (see Example 5.1.26), we see that $\tilde{q}_{\alpha} X^{\beta} \delta_{0} \in \mathcal{K}_{[\beta], 0}$. Furthermore, taking the group Fourier transform we obtain

$$
\Delta^{\alpha} \pi(X)^{\beta}=\sum_{\substack{\left[\beta_{1}\right]+\left[\beta_{2}\right]=[\beta] \\[\alpha]=\left[\beta_{1}\right]}} \pi(X)^{\beta_{2}}
$$

This sum is zero if there are no such $\beta_{1}, \beta_{2}$, for instance if $[\beta]<[\alpha]$.
Let us collect some properties of the difference operators.
Proposition 5.2.10. (i) For any $\alpha \in \mathbb{N}_{0}^{n}$, the operator $\Delta^{\alpha}$ is linear, its domain of definition contains $\mathcal{F}_{G}(\mathcal{S}(G))$ and $\Delta^{\alpha} \mathcal{F}_{G}(\mathcal{S}(G)) \subset \mathcal{F}_{G}(\mathcal{S}(G))$.
(ii) For any $\alpha_{1}, \alpha_{2} \in \mathbb{N}_{0}^{n}$, there exist constants $c_{\alpha_{1}, \alpha_{2}, \alpha} \in \mathbb{R}$, with $\alpha \in \mathbb{N}_{0}^{n}$ such that $[\alpha]=\left[\alpha_{1}\right]+\left[\alpha_{2}\right]$, so that for any $\phi \in \mathcal{S}(G)$, we have

$$
\Delta^{\alpha_{1}}\left(\Delta^{\alpha_{2}} \widehat{\phi}\right)=\Delta^{\alpha_{2}}\left(\Delta^{\alpha_{1}} \widehat{\phi}\right)=\sum_{[\alpha]=\left[\alpha_{1}\right]+\left[\alpha_{2}\right]} c_{\alpha_{1}, \alpha_{2}, \alpha} \Delta^{\alpha} \widehat{\phi}
$$

where the sum is taken over all $\alpha \in \mathbb{N}_{0}^{n}$ satisfying $[\alpha]=\left[\alpha_{1}\right]+\left[\alpha_{2}\right]$.
(iii) For any $\alpha \in \mathbb{N}_{0}^{n}$, there exist constants $c_{\alpha, \alpha_{1}, \alpha_{2}} \in \mathbb{R}, \alpha_{1}, \alpha_{2} \in \mathbb{N}_{0}^{n}$, with $\left[\alpha_{1}\right]+$ $\left[\alpha_{2}\right]=[\alpha]$, such that for any $\phi_{1}, \phi_{2} \in \mathcal{S}(G)$, we have

$$
\begin{equation*}
\Delta^{\alpha}\left(\widehat{\phi_{1}} \widehat{\phi_{2}}\right)=\sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]} c_{\alpha, \alpha_{1}, \alpha_{2}} \Delta^{\alpha_{1}} \widehat{\phi_{1}} \Delta^{\alpha_{2}} \widehat{\phi_{2}} \tag{5.28}
\end{equation*}
$$

where the sum is taken over all $\alpha_{1}, \alpha_{2} \in \mathbb{N}_{0}^{n}$ satisfying $\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]$. Moreover,

$$
c_{\alpha, \alpha_{1}, 0}=\left\{\begin{array}{ll}
1 & \text { if } \alpha_{1}=\alpha \\
0 & \text { otherwise }
\end{array}, \quad c_{\alpha, 0, \alpha_{2}}= \begin{cases}1 & \text { if } \alpha_{2}=\alpha \\
0 & \text { otherwise }\end{cases}\right.
$$

The coefficients $c_{\alpha_{1}, \alpha_{2}, \alpha}$ in (ii) and $c_{\alpha, \alpha_{1}, \alpha_{2}}$ in (iii) are different in general. We interpret Formula (5.28) as the Leibniz formula.

Proof. Since the Schwartz space is stable under multiplication by polynomials, $\tilde{q}_{\alpha} \phi$ is Schwartz for any $\phi \in \mathcal{S}(G)$, and $\Delta^{\alpha} \widehat{\phi}(\pi)=\pi\left(\tilde{q}_{\alpha} \phi\right)$. This shows (i).

For Part (ii), we see that the polynomial $q_{\alpha_{1}} q_{\alpha_{2}}$ is homogeneous of degree $\left[\alpha_{1}\right]+\left[\alpha_{2}\right]$. Since $\left\{q_{\alpha},[\alpha]=M\right\}$ is a basis of $\mathcal{P}=M$ by Proposition 5.2.3, there exist constants $c_{\alpha_{1}, \alpha_{2}, \alpha} \in \mathbb{R}, \alpha_{1}, \alpha_{2} \in \mathbb{N}_{0}^{n}$ with $\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]$, satisfying

$$
q_{\alpha_{1}} q_{\alpha_{2}}=\sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]} c_{\alpha_{1}, \alpha_{2}, \alpha} q_{\alpha} .
$$

Therefore

$$
\begin{aligned}
\Delta^{\alpha_{1}}\left(\Delta^{\alpha_{2}} \widehat{\phi}(\pi)\right)=\pi\left(\tilde{q}_{\alpha_{1}} \tilde{q}_{\alpha_{2}} \phi\right) & =\sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]} c_{\alpha_{1}, \alpha_{2}, \alpha} \pi\left(\tilde{q}_{\alpha} \phi\right) \\
& =\sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]} c_{\alpha_{1}, \alpha_{2}, \alpha} \Delta^{\alpha} \widehat{\phi}(\pi) .
\end{aligned}
$$

This and the equality $\tilde{q}_{\alpha_{1}} \tilde{q}_{\alpha_{2}}=\tilde{q}_{\alpha_{2}} \tilde{q}_{\alpha_{1}}$ show (ii).
Let us prove (iii). By Proposition 5.2.3 (4),

$$
\begin{aligned}
\tilde{q}_{\alpha}(x) & \left(\phi_{2} * \phi_{1}\right)(x)=\int_{G} q_{\alpha}\left(x^{-1} y y^{-1}\right) \phi_{2}(y) \phi_{1}\left(y^{-1} x\right) d y \\
& =\sum^{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]} c_{\alpha_{1}, \alpha_{2}} \int_{G} q_{\alpha_{2}}\left(y^{-1}\right) \phi_{2}(y) q_{\alpha_{1}}\left(x^{-1} y\right) \phi_{1}\left(y^{-1} x\right) d y \\
& =\sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]} c_{\alpha_{1}, \alpha_{2}}\left(\tilde{q}_{\alpha_{2}} \phi_{2}\right) *\left(\tilde{q}_{\alpha_{1}} \phi_{1}\right)
\end{aligned}
$$

with constants depending on $\alpha, \alpha_{1}, \alpha_{2}$. Taking the Fourier transform implies the formula (5.28), with conclusions on coefficients following from Proposition 5.2.3.

We will see that the difference operators $\Delta^{\alpha}$ defined in Definition 5.2.5 appear in the general asymptotic formulae for adjoint and product of pseudo-differential operators in our context, see Sections 5.5.3 and 5.5.2.

### 5.2.2 Symbol classes $S_{\rho, \delta}^{m}$

In this section we define the symbol classes $S_{\rho, \delta}^{m}=S_{\rho, \delta}^{m}(G)$ of symbols on a graded Lie group $G$ and discuss their properties. We use the notation for the symbol classes similar to the familiar ones on the Euclidean space and also on compact Lie groups.

Let us give the formal definition of our symbol classes.
Definition 5.2.11. Let $m, \rho, \delta \in \mathbb{R}$ with $0 \leq \rho \leq \delta \leq 1$. Let $\mathcal{R}$ be a positive Rockland operator of homogeneous degree $\nu$. A symbol

$$
\sigma=\left\{\sigma(x, \pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi},(x, \pi) \in G \times \widehat{G}\right\}
$$

is called a symbol of order $m$ and of type $(\rho, \delta)$ whenever, for each $\alpha, \beta \in \mathbb{N}_{0}^{n}$ and $\gamma \in \mathbb{R}$, we have

$$
\begin{equation*}
\sup _{x \in G}\left\|X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \cdot)\right\|_{L_{\gamma, \rho[\alpha]-m-\delta[\beta]+\gamma}^{\infty}(\widehat{G})}<\infty \tag{5.29}
\end{equation*}
$$

The symbol class $S_{\rho, \delta}^{m}=S_{\rho, \delta}^{m}(G)$ is the set of symbols of order $m$ and of type $(\rho, \delta)$.
By Corollary 5.1.30, the symbols $X_{x}^{\beta} \Delta^{\alpha} \sigma$ are fields acting on smooth vectors. By Lemma 5.1.23, we can reformulate (5.29) as

$$
\begin{equation*}
\sup _{x \in G, \pi \in \widehat{G}}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho[\alpha]-m-\delta[\beta]+\gamma}{\nu}} X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}<\infty \tag{5.30}
\end{equation*}
$$

Recall that, as usual, the supremum in $\pi$ in (5.30) has to be understood as the essential supremum with respect to the Plancherel measure.

Clearly, the converse holds: if $\sigma$ is a symbol such that $X_{x}^{\beta} \Delta^{\alpha} \sigma$ are fields acting on smooth vectors for which (5.30) holds, then $\sigma$ is in $S_{\rho, \delta}^{m}$.

We note that condition (5.30) requires one to fix a positive Rockland operator $\mathcal{R}$ in order to fix the norms of $L_{a^{\prime}, b^{\prime}}^{\infty}(\widehat{G})$. However, the resulting class $S_{\rho, \delta}^{m}$ does not depend on the choice of $\mathcal{R}$, see Lemma 5.1.22.

If a positive Rockland operator $\mathcal{R}$ of homogeneous degree $\nu$ is fixed, then we set for $\sigma \in S_{\rho, \delta}^{m}$ and $a, b, c \in \mathbb{N}_{0}$,

$$
\begin{aligned}
&\|\sigma\|_{S_{\rho, \delta}^{m}, a, b, c}:=\sup _{|\gamma| \leq c} \sup _{\substack{|\gamma| \leq G}}\left\|X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \cdot)\right\|_{L_{\gamma, \rho[\alpha]-m-\delta[\beta]+\gamma}^{\infty}(\widehat{G})} . \\
& {[\alpha] \leq[\beta] \leq b }
\end{aligned}
$$

This quantity is also equal to

$$
\|\sigma\|_{S_{\rho, \delta}^{m}, a, b, c}=\sup _{x \in G, \pi \in \widehat{G}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, a, b, c},
$$

where we define for any symbol $\sigma, a, b, c \in \mathbb{N}_{0}$, and $(x, \pi) \in G \times \widehat{G}$ (fixed)

$$
\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, a, b, c}:=\sup _{\substack{|\gamma| \leq c \\[\alpha] \leq a,[\beta] \leq b}}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho[\alpha]-m-\delta[\beta]+\gamma}{\nu}} X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} .
$$

Here, as always, the supremum has to be understood as the essential supremum with respect to the Plancherel measure.

Before making some comments, let us say that the classes of symbols we have just defined have the usual structures of symbol classes.

Proposition 5.2.12. The symbol class $S_{\rho, \delta}^{m}$ is a vector space independent of any Rockland operator $\mathcal{R}$ used in (5.29) to consider the $L_{\gamma, \rho[\alpha]-m-\delta[\beta]+\gamma}^{\infty}(\widehat{G})$-norms. We have the continuous inclusions

$$
\begin{equation*}
m_{1} \leq m_{2}, \quad \delta_{1} \leq \delta_{2}, \quad \rho_{1} \geq \rho_{2} \quad \Longrightarrow \quad S_{\rho_{1}, \delta_{1}}^{m_{1}} \subset S_{\rho_{2}, \delta_{2}}^{m_{2}} \tag{5.31}
\end{equation*}
$$

We fix a positive Rockland operator $\mathcal{R}$. For any $m \in \mathbb{R}, \rho, \delta \geq 0$, the resulting maps $\|\cdot\|_{S_{\rho, \delta}^{m}, a, b, c}, a, b, c \in \mathbb{N}_{0}$, are seminorms over the vector space $S_{\rho, \delta}^{m}$ which endow $S_{\rho, \delta}^{m}$ with the structure of a Fréchet space.

We may replace the family of seminorms $\|\cdot\|_{S_{\rho, \delta}^{m}, a, b, c}, a, b, c \in \mathbb{N}_{0}$, by

$$
\sigma \longmapsto \sup _{\substack{[\alpha] \leq a, x \in G \\[\beta] \leq b}} \sup _{x \in}\left\|X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \cdot)\right\|_{L_{\gamma_{\ell}, \rho[\alpha]-m-\delta[\beta]+\gamma_{\ell}}^{\infty}(\widehat{G})}, \quad a, b \in \mathbb{N}_{0}, \quad \ell \in \mathbb{Z},
$$

where the sequence $\left\{\gamma_{\ell}, \ell \in \mathbb{Z}\right\}$ of real numbers satisfies $\gamma_{\ell} \underset{\ell \rightarrow \pm}{\longrightarrow} \pm \infty$.
Two different positive Rockland operators give equivalent families of seminorms. The topology on $S_{\rho, \delta}^{m}$ is independent of the choice of the Rockland operator $\mathcal{R}$.

Proof. Using Corollary 5.1.30 and Lemma 5.1.22, this is a routine exercise.
Remark 5.2.13. Let us make some comments about Definition 5.2.11:

1. In the abelian case, that is, $\mathbb{R}^{n}$ endowed with the addition law, and $\mathcal{R}=-\mathcal{L}$ with $\mathcal{L}$ being the Laplace operator, $S_{\rho, \delta}^{m}$ boils down to the usual Hörmander class, in view of the difference operators corresponding to the derivatives, see Example 5.2.6.
2. In the case of compact Lie groups with $\mathcal{R}$ being the (positive) Laplacian, a similar definition leads to the one considered in (2.26) since the operator $\pi(\mathrm{I}+\mathcal{R})$ is scalar. However, here, in the case of non-abelian graded Lie groups, the operator $\mathcal{R}$ can not have a scalar Fourier transform.
3. The presence of the parameter $\gamma$ is included to facilitate proving that the space of symbols $\cup_{m \in \mathbb{R}} S_{\rho, \delta}^{m}$, with suitable restrictions on $\rho, \delta$, forms an algebra of operators later on. It already has enabled us to see that the symbols are fields of operators acting on smooth vectors and therefore can be composed without using the composition of unbounded operators (in Definition A.3.2).

We will see in Theorem 5.5.20 that in fact we can remove this $\gamma$. By this we mean that a symbol $\sigma$ is in $S_{\rho, \delta}^{m}$ if and only if the condition in (5.29)
holds for any $\alpha, \beta \in \mathbb{N}_{0}^{n}$ and $\gamma=0$. Furthermore, the seminorms $\|\cdot\|_{S_{\rho, \delta}^{m}, a, b, 0}$, $a, b \in \mathbb{N}_{0}$, yield the topology of $S_{\rho, \delta}^{m}$.
4. We could have used other families of difference operators instead of the $\Delta^{\alpha}$ 's to define the symbol classes $S_{\rho, \delta}^{m}$. For instance, we could have used any family of difference operators associated with a family $\left\{p_{\alpha}\right\}_{\alpha \in \mathbb{N}_{0}^{n}}$ of homogeneous polynomials on $G$ which satisfy

- for each $\alpha \in \mathbb{N}_{0}^{n}, p_{\alpha}$ is of homogeneous degree $[\alpha]$,
- and $\left\{p_{\alpha}\right\}_{\alpha \in \mathbb{N}_{0}^{n}}$ is a basis of $\mathcal{P}(G)$.

Indeed, in this case, the following properties hold.

- Any $\tilde{q}_{\alpha}$ is a linear combination of $p_{\beta},[\beta]=[\alpha]$.
- Conversely, any $p_{\alpha}$ is a linear combination of $\tilde{q}_{\beta},[\beta]=[\alpha]$.

Thus,

- any $\Delta^{\alpha}$ is a linear combination of $\Delta_{p_{\beta}},[\beta]=[\alpha]$.
- Conversely, any $\Delta_{p_{\alpha}}$ is a linear combination of $\Delta^{\beta},[\beta]=[\alpha]$.

It is then easy to see that a symbol $\sigma$ is in $S_{\rho, \delta}^{m}$ if and only if for each $\alpha, \beta \in \mathbb{N}_{0}^{n}$ and $\gamma \in \mathbb{R}$,

$$
\sup _{x \in G}\left\|X_{x}^{\beta} \Delta_{p_{\alpha}} \sigma(x, \cdot)\right\|_{L_{\gamma, \rho[\alpha]-m-\delta[\beta]+\gamma}^{\infty}(\widehat{G})}<\infty
$$

Note that this implies that the symbol class $S_{\rho, \delta}^{m}$ does not depend on a particular choice of realisation of $G$ through a basis of $\mathfrak{g}$ (of eigenvectors for the dilations) but only on the graded Lie group $G$ and its homogeneous structure.

For such a family $\Delta_{p_{\alpha}}$, the same proof as for Proposition 5.2.10 shows a Leibniz formula in the sense of (5.28).

Although we could use 'easier' difference operators to define our symbol classes, for instance $\Delta_{x^{\alpha}}, \alpha \in \mathbb{N}_{0}^{n}$, we choose to present our analysis with the difference operators $\Delta^{\alpha}$ given in Definition 5.2.5. Note that the asymptotic formulae for composition and adjoint in (5.57) and (5.60) will be expressed in terms of the difference operators $\Delta^{\alpha}$ and derivatives $X_{x}^{\alpha}$.

Note that the change of difference operators explained just above is linear, whereas in the compact case, one can use many more difference operators to define the symbol classes $S_{\rho, \delta}^{m}$, see Section 2.2.2.

The type $(1,0)$ can be thought of as the basic class of symbols and the types $(\rho, \delta)$ as its generalisations. There are certain limitations on the parameters $(\rho, \delta)$ coming from reasons similar to the ones in the Euclidean settings. For type ( 1,0 ), we set

$$
S^{m}:=S_{1,0}^{m}
$$

and

$$
\|\sigma(x, \pi)\|_{S_{1,0}^{m}, a, b, c}=\|\sigma(x, \pi)\|_{a, b, c},\|\sigma\|_{S_{1,0}^{m}, a, b, c}=\|\sigma\|_{a, b, c}, \text { etc } \ldots
$$

We also define the class of smoothing symbols
Definition 5.2.14. We set

$$
S^{-\infty}:=\bigcap_{m \in \mathbb{R}} S^{m} .
$$

One checks easily that

$$
S^{-\infty}=\bigcap_{m \in \mathbb{R}} S_{\rho, \delta}^{m}
$$

independently of $\rho$ and $\delta$ as long as $0 \leq \delta \leq \rho \leq 1$ and $\rho \neq 0$. Moreover, $S^{-\infty}$ is equipped with the topology of projective limit induced by $\cap_{m \in \mathbb{R}} S_{\rho, \delta}^{m}$, again independently of $\rho$ and $\delta$.

We will see in Corollary 5.4.10 that the symbols in $S^{-\infty}$ really deserve to be called smoothing.

### 5.2.3 Operator classes $\Psi_{\rho, \delta}^{m}$

The pseudo-differential operators of order $m \in \mathbb{R} \cup\{-\infty\}$ and type $(\rho, \delta)$ are obtained by the quantization

$$
\mathrm{Op}(\sigma) \phi(x)=\int_{\widehat{G}} \operatorname{Tr}(\pi(x) \sigma(x, \pi) \widehat{\phi}(\pi)) d \mu(\pi)
$$

justified in Theorem 5.1.39, from the symbols of the same order and type, that is,

$$
\Psi_{\rho, \delta}^{m}:=\mathrm{Op}\left(S_{\rho, \delta}^{m}\right)
$$

They inherit a structure of topological vector spaces from the classes of symbols,

$$
\|\mathrm{Op}(\sigma)\|_{\Psi_{\rho, \delta}^{m}, a, b, c}:=\|\sigma\|_{S_{\rho, \delta}^{m}, a, b, c}
$$

For type ( 1,0 ), we set as for the corresponding symbol classes:

$$
\Psi^{m}:=\Psi_{1,0}^{m}
$$

## Continuity on $\mathcal{S}(G)$

By Theorem 5.1.39, any operator in the operator classes defined above maps Schwartz functions to smooth functions. Let us show that in fact it acts continuously on the Schwartz space:
Theorem 5.2.15. Let $T \in \Psi_{\rho, \delta}^{m}$ where $m \in \mathbb{R}, 1 \geq \rho \geq \delta \geq 0$. Then for any $\phi \in \mathcal{S}(G), T \phi \in \mathcal{S}(G)$. Moreover the operator $T$ act continuously on $\mathcal{S}(G)$ : for any seminorm $\|\cdot\|_{\mathcal{S}(G), N}$ there exist a constant $C>0$ and a seminorm $\|\cdot\|_{\mathcal{S}(G), N^{\prime}}$ such that for every $\phi \in \mathcal{S}(G)$,

$$
\|T \phi\|_{\mathcal{S}(G), N} \leq C\|\phi\|_{\mathcal{S}(G), N^{\prime}}
$$

The constant $C$ can be chosen as $C_{1}\|T\|_{\Psi_{p, \delta}^{m}, a, b, c}$ where $C_{1}$ is a constant of and the seminorm $\|\cdot\|_{\Psi_{\rho, \delta}^{m}, a, b, c}$ depend on $G, m, \stackrel{\rho, \delta}{\rho, \delta}$, and on the seminorm $\|\cdot\|_{\mathcal{S}(G), N}$.

In other words, the mapping $T \mapsto T$ from $\Psi_{\rho, \delta}^{m}$ to the space $\mathscr{L}(\mathcal{S}(G))$ of continuous operators on $\mathcal{S}(G)$ is continuous (it is clearly linear).

Our proof of Theorem 5.2.15 will require the following preliminary result on the right convolution kernels:

Proposition 5.2.16. Let $\sigma=\{\sigma(x, \pi)\}$ be in $S_{\rho, \delta}^{m}$ with $1 \geq \rho \geq \delta \geq 0$. Let $\kappa_{x}$ denote its associated kernel. If $m<-Q / 2$ then for any $x \in G$, the distribution $\kappa_{x}$ is square integrable and

$$
\begin{aligned}
\left\|\kappa_{x}\right\|_{L^{2}(G)} & \leq C \sup _{\pi \in \widehat{G}}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{-m}{\nu}} \sigma(x, \pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
\left\|\kappa_{x}\right\|_{L^{2}(G)} & \leq C \sup _{\pi \in \widehat{G}}\left\|\sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{\frac{-m}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}
\end{aligned}
$$

with $C=C_{m}>0$ a finite constant independent of $\sigma$ and $x$.
The proof below will show that we can choose $C_{m}=\left\|\mathcal{B}_{-m}\right\|_{L^{2}(G)}$ the $L^{2}$-norm of the right-convolution kernel of the Bessel potential of the positive Rockland operator $\mathcal{R}$.

Proof of Proposition 5.2.16. We write

$$
\begin{aligned}
\|\sigma(x, \pi)\|_{\mathrm{HS}} & =\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m}{\nu}} \pi(\mathrm{I}+\mathcal{R})^{\frac{-m}{\nu}} \sigma(x, \pi)\right\|_{\text {HS }} \\
& \leq\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m}{\nu}}\right\|_{\mathrm{HS}}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{-m}{\nu}} \sigma(x, \pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}
\end{aligned}
$$

which shows

$$
\|\sigma(x, \pi)\|_{\text {HS }} \leq \sup _{\pi_{1} \in \widehat{G}}\left\|\pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{-m}{\nu}} \sigma\left(x, \pi_{1}\right)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi_{1}}\right)}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m}{\nu}}\right\|_{\text {HS }} .
$$

Squaring and integrating against the Plancherel measure, we obtain

$$
\int_{\widehat{G}}\|\sigma(x, \pi)\|_{\text {HS }}^{2} d \mu(\pi) \leq \sup _{\pi_{1} \in \widehat{G}}\left\|\pi_{1}(\mathrm{I}+\mathcal{R})^{\frac{-m}{\nu}} \sigma\left(x, \pi_{1}\right)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi_{1}}\right)}^{2} \int_{\widehat{G}}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m}{\nu}}\right\|_{\text {HS }}^{2} d \mu(\pi) .
$$

By the Plancherel formula and Corollary 5.1.4, if $m<-Q / 2$, we have

$$
C_{m}^{2}:=\int_{\widehat{G}}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m}{\nu}}\right\|_{\mathrm{HS}}^{2} d \mu(\pi)=\left\|\mathcal{B}_{-m}\right\|_{L^{2}(G)}^{2}<\infty
$$

This gives the first estimate in the statement. For the second estimate, we write

$$
\sigma(x, \pi)=\sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{\frac{-m}{\nu}} \pi(\mathrm{I}+\mathcal{R})^{\frac{m}{\nu}}
$$

and adapt the ideas above.
We can now prove Theorem 5.2.15.
Proof of Theorem 5.2.15. Let $T \in \Psi_{\rho, \delta}^{m}$ where $m \in \mathbb{R}, 1 \geq \rho \geq \delta \geq 0$. Then for any $\phi \in \mathcal{S}(G), T \phi$ is smooth by Theorem 5.1.39.

Let $\kappa:(x, y) \mapsto \kappa_{x}(y)$ be the kernel associated with $T$. Let $\mathcal{R}$ be a positive Rockland operator of homogeneous degree $\nu$. The properties of $\mathcal{R}$ (see Sections 4.3 and 4.4.8) yield for any $\phi \in \mathcal{S}(G)$ and $x \in G$ that

$$
\begin{aligned}
T \phi(x) & =\int_{G} \phi(y) \kappa_{x}\left(y^{-1} x\right) d y \\
& =\int_{G}\left[(\mathrm{I}+\mathcal{R})^{-N}\left\{(\mathrm{I}+\mathcal{R})^{N} \phi\right\}(y)\right] \kappa_{x}\left(y^{-1} x\right) d y \\
& =\int_{G}\left\{(\mathrm{I}+\mathcal{R})^{N} \phi\right\}(y)\left\{(\mathrm{I}+\tilde{\mathcal{R}})^{-N} \kappa_{x}\right\}\left(y^{-1} x\right) d y
\end{aligned}
$$

thus, by the Cauchy-Schwartz inequality,

$$
|T \phi(x)| \leq\left\|(\mathrm{I}+\mathcal{R})^{N} \phi\right\|_{L^{2}(G)}\left\|(\mathrm{I}+\tilde{\mathcal{R}})^{-N} \kappa_{x}\right\|_{L^{2}(G)}
$$

Since $\mathcal{F}_{G}\left\{(\mathrm{I}+\tilde{\mathcal{R}})^{-N} \kappa_{x}\right\}(\pi)=\sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-N}$ yields a symbol in $S_{\rho, \delta}^{m-N \nu}$, by Proposition 5.2.16, we have

$$
\left\|(\mathrm{I}+\tilde{\mathcal{R}})^{-N} \kappa_{x}\right\|_{L^{2}(G)} \leq C \sup _{\pi \in \widehat{G}}\left\|\sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-N}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}
$$

whenever $m-N \nu<-Q / 2$. Note that in this case,

$$
\sup _{\pi \in \widehat{G}}\left\|\sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-N}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \leq\|\sigma\|_{S_{\rho, \delta}^{m}, 0,0,|m|}\left\|\pi(\mathrm{I}+\mathcal{R})^{-N+\frac{m}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}
$$

and by functional calculus

$$
\left\|\pi(\mathrm{I}+\mathcal{R})^{-N+\frac{m}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \leq \sup _{\lambda \geq 0}(1+\lambda)^{-N+\frac{m}{\nu}} \leq 1
$$

Thus if we choose $N \in \mathbb{N}_{0}$ such that $N>\left(m+\frac{Q}{2}\right) / \nu$, then

$$
|T \phi(x)| \leq C\|\sigma\|_{S_{\rho, \delta}^{m}, 0,0,|m|}\left\|(\mathrm{I}+\mathcal{R})^{N} \phi\right\|_{L^{2}(G)} .
$$

This shows that $T \phi$ is bounded.
Let $\beta \in \mathbb{N}_{0}^{n}$. Using the Leibniz property of vector fields, we easily obtain

$$
X^{\beta} T \phi(x)=\sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right]=[\beta]} c_{\beta_{1}, \beta_{2}, \beta} \int_{G} \phi(y) X_{x_{1}=x}^{\beta_{1}} X_{x_{2}=y^{-1} x}^{\beta_{2}} \kappa_{x_{1}}\left(x_{2}\right) d y
$$

As above, we can insert powers of $I+\mathcal{R}$. Noticing that the symbol

$$
\mathcal{F}_{G}\left\{(\mathrm{I}+\tilde{\mathcal{R}})_{x_{1}}^{-N} X_{x_{1}=x}^{\beta_{1}} X^{\beta_{2}} \kappa_{x_{1}}\right\}=\pi(X)^{\beta_{2}} X_{x}^{\beta_{1}} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-N}
$$

is in $S_{\rho, \delta}^{m+\delta\left[\beta_{1}\right]+\left[\beta_{2}\right]-N \nu}$, we proceed as above to obtain

$$
\begin{array}{r}
\left|X^{\beta} T \phi(x)\right| \leq C_{1} \sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right]=[\beta]}\left\|(\mathrm{I}+\mathcal{R})^{N} \phi\right\|_{L^{2}(G)}\left\|\pi(X)^{\beta_{2}} X_{x}^{\beta_{1}} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-N}\right\|_{L^{2}(\widehat{G})} \\
\leq C_{2}\|\sigma\|_{S_{\rho, \delta}^{m}, 0,[\beta],|m|+[\beta]}\left\|(\mathrm{I}+\mathcal{R})^{N} \phi\right\|_{L^{2}(G)}
\end{array}
$$

as long as $N>\left(m+[\beta]+\frac{Q}{2}\right) / \nu$.
Let $\alpha \in \mathbb{N}_{0}^{n}$. Proceeding as in the proof of Proposition 5.2.3 (4), we can write

$$
(x y)^{\alpha}=\sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]} c_{\alpha, \alpha_{1}, \alpha_{2}}^{\prime} q_{\alpha_{1}}(x) q_{\alpha_{2}}(y) .
$$

Using this, we easily obtain

$$
\begin{aligned}
x^{\alpha} T \phi(x) & =\int_{G}\left(y y^{-1} x\right)^{\alpha} \phi(y) \kappa_{x}\left(y^{-1} x\right) d y \\
& =\sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]} c_{\alpha, \alpha_{1}, \alpha_{2}}^{\prime} \int_{G} q_{\alpha_{1}}(y) \phi(y) q_{\alpha_{2}}\left(y^{-1} x\right) \kappa_{x}\left(y^{-1} x\right) d y .
\end{aligned}
$$

Noticing that

$$
\mathcal{F}_{G}\left\{(\mathrm{I}+\tilde{\mathcal{R}})^{-N}\left\{q_{\alpha_{2}} \kappa_{x}\right\}=\left\{\Delta^{\alpha_{2}} \sigma(x, \cdot)\right\} \pi(\mathrm{I}+\mathcal{R})^{-N} \in S_{\rho, \delta}^{m-N \nu-\rho\left[\alpha_{2}\right]}\right.
$$

we can now proceed as in the first paragraph above to obtain

$$
\begin{aligned}
\left|x^{\alpha} T \phi(x)\right| \leq & C_{1} \sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]}\left\|(\mathrm{I}+\mathcal{R})_{y}^{N}\left\{q_{\alpha_{1}} \phi\right\}\right\|_{2}\left\|(\mathrm{I}+\tilde{\mathcal{R}})^{-N}\left\{q_{\alpha_{2}} \kappa_{x}\right\}\right\|_{2} \\
& \leq C_{2}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m},[\alpha], 0,|m|+\rho[\alpha]} \sum_{\left[\alpha_{1}\right] \leq[\alpha]}\left\|(\mathrm{I}+\mathcal{R})_{y}^{N}\left\{q_{\alpha_{1}} \phi\right\}\right\|_{2}
\end{aligned}
$$

as long as $N>(m+Q / 2) / \nu$.
We can combine the two paragraphs above to show that for any $\alpha, \beta \in \mathbb{N}_{0}^{n}$, we have

$$
\left|x^{\alpha} X^{\beta} T \phi(x)\right| \leq C\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m},[\alpha],[\beta],|m|+[\beta]+\rho[\alpha]} \sum_{\left[\alpha_{1}\right] \leq[\alpha]}\left\|(\mathrm{I}+\mathcal{R})_{y}^{N}\left\{q_{\alpha_{1}} \phi\right\}\right\|_{2}
$$

as long as $N>(m+[\beta]+Q / 2) / \nu$. By Lemma 3.1.56, we have

$$
\sum_{\left[\alpha_{1}\right] \leq[\alpha]}\left\|(\mathrm{I}+\mathcal{R})_{y}^{N}\left\{q_{\alpha_{1}} \phi\right\}\right\|_{2} \leq C^{\prime}\|\phi\|_{\mathcal{S}(G), N^{\prime}}
$$

for some $N^{\prime} \in \mathbb{N}$ depending on $N$ and $\alpha$, and $T \phi$ is a Schwartz function. Furthermore, these estimates also imply the rest of Theorem 5.2.15.

Theorem 5.2.15 shows that composing two operators in (possibly different) $\Psi_{\rho, \delta}^{m}$ makes sense as the composition of operators acting on the Schwartz space. We will see that in fact, the composition of $T_{1} \in \Psi_{\rho, \delta}^{m_{1}}$ with $T_{2} \in \Psi_{\rho, \delta}^{m_{2}}$ is $T_{1} T_{2}$ in $\Psi_{\rho, \delta}^{m_{1}+m_{2}}$, see Theorem 5.5.3.

We will see that our classes of pseudo-differential operators are stable under taking the formal $L^{2}$-adjoint, see Theorem 5.5.12. This together with Theorem 5.2 .15 will imply the continuity of our operators on the space $\mathcal{S}^{\prime}(G)$ of tempered distributions, see Corollary 5.5.13.

Returning to our exposition, before proving that the introduced classes of symbols $\cup_{m \in \mathbb{R}} S_{\rho, \delta}^{m}$ and of the corresponding operators $\cup_{m \in \mathbb{R}} \Psi_{\rho, \delta}^{m}$ are stable under composition and taking the adjoint, let us give some examples.

### 5.2.4 First examples

As it should be, $\cup_{m \in \mathbb{R}} \Psi^{m}$ contains the left-invariant differential operators. More precisely, the following lemma implies that $\sum_{[\beta] \leq m} c_{\beta} X^{\beta} \in \Psi^{m}$. The coefficients $c_{\alpha}$ here are constant and it is easy to relax this condition with each function $c_{\alpha}$ being smooth and bounded together with all of its left derivatives.
Lemma 5.2.17. For any $\beta_{o} \in \mathbb{N}_{0}^{n}$, the operator $X^{\beta_{o}}=\operatorname{Op}\left(\pi(X)^{\beta_{0}}\right)$ is in $\Psi^{\left[\beta_{o}\right]}$.
Proof. By Lemma 5.2.9, we have

$$
\Delta^{\alpha} \pi(X)^{\beta_{o}}=\left\{\begin{array}{lll}
0 & \text { if }[\alpha]>\left[\beta_{o}\right] \\
\bar{\sum}_{[\alpha]+\left[\beta_{2}\right]=\left[\beta_{o}\right]} \pi(X)^{\beta_{2}} & \text { if }[\alpha] \leq\left[\beta_{o}\right]
\end{array}\right.
$$

Recall that, by Example 5.1.26, $\left\{\pi(X)^{\beta}, \pi \in \widehat{G}\right\} \in L_{\gamma+[\beta], \gamma}^{\infty}(\widehat{G})$ for any $\gamma \in \mathbb{R}, \beta \in \mathbb{N}_{0}^{n}$. So $\left\{\Delta^{\alpha} \pi(X)^{\beta_{o}}, \pi \in \widehat{G}\right\}$ is zero if $[\alpha]>\left[\beta_{o}\right]$ whereas it is in $L_{\gamma+\left[\beta_{o}\right]-[\alpha], \gamma}^{\infty}(\widehat{G})$ for any $\gamma \in \mathbb{R}$ if $[\alpha] \leq\left[\beta_{o}\right]$.
Remark 5.2.18. Lemma 5.2 .17 implies that $\cup_{m \in \mathbb{R}} \Psi^{m}$ contains the left-invariant differential calculus, that is, the space of left-invariant differential operators.

One could wonder whether it also contains the right-invariant differential calculus, since we can quantize any differential operator, see Remark 5.1.41 (1). This is false in general, see Example 5.2.19 below. Thus, if one is interested in dealing with problems based on the setting of right-invariant operators one can
use the corresponding version of the theory based on the right-invariant Rockland operator, see Remark 5.1.41 (4).
Example 5.2.19. Let us consider the three dimensional Heisenberg group $\mathbb{H}_{1}$ and the canonical basis $X, Y, T$ of its Lie algebra (see Example 1.6.4). Then the right invariant vector field $\tilde{X}$ can not be in $\cup_{m \in \mathbb{R}} \Psi^{m}$.
Proof of the statement in Example 5.2.19 . We have already seen that any operator $A \in \Psi^{m}$ acts continuously on the Schwartz space, cf. Theorem 5.2.15. We will see later (see Corollary 5.7.2) that it also acts on Sobolev spaces with a loss of derivative controlled by its order $m$. By this, we mean that, if an operator $A$ in $\Psi^{m}$ is homogeneous of degree $\nu_{A}$, then we must have

$$
\forall s \in \mathbb{R} \quad \exists C>0 \quad \forall f \in \mathcal{S}(G) \quad\|A f\|_{L_{s-m}^{2}} \leq C\|f\|_{L_{s}^{2}}
$$

and when $s+m$ and $s$ are non-negative, we realise the Sobolev norm as $\|f\|_{L_{s}^{2}}=$ $\|f\|_{L^{2}}+\left\|\mathcal{R}^{\frac{s}{\nu}} f\right\|_{L^{2}}$ for some positive Rockland operator of degree $\nu$, cf. Theorem 4.4.3 Part (2). Applying the inequality to dilated functions $f \circ D_{r}$ and letting $r \rightarrow \infty$ yield that $m \geq \nu_{A}$.

Applying this to the case of $\tilde{X}$ shows that if $\tilde{X}$ were in some $\Psi^{m}$ then $m \geq 1$ and $\tilde{X}$ would map $L_{1}^{2}$ to $L_{1-m}^{2}$ hence to $L^{2}$ continuously. We have already shown in the proof of Example 4.4.32 that this is not possible.

An example of a smoothing operator is given via convolution with a Schwartz function:

Lemma 5.2.20. Let $\kappa \in \mathcal{S}(G)$. We denote by $T_{\kappa}: \phi \mapsto \phi * \kappa$ the corresponding convolution operator. Its symbol $\sigma_{T_{\kappa}}$ is independent of $x$ and is given by

$$
\sigma_{T_{\kappa}}(\pi)=\widehat{\kappa}(\pi)
$$

Furthermore, the mapping

$$
\mathcal{S}(G) \ni \kappa \mapsto T_{\kappa} \in \Psi^{-\infty}
$$

is continuous.
Proof. For the first part, see Example 5.1.38 and its continuation.
For any $\kappa \in \mathcal{S}(G)$, we have $\tilde{q}_{\alpha} \kappa \in \mathcal{S}(G)$ for any $\alpha \in \mathbb{N}_{0}^{n}$, and

$$
(\mathrm{I}+\mathcal{R})^{a}(\mathrm{I}+\tilde{\mathcal{R}})^{b} \kappa \in \mathcal{S}(G)
$$

for any $a, b \in \mathbb{N}$ (see also (4.34) and Proposition 4.4.30). For any $m \in \mathbb{R}, \gamma \in \mathbb{R}$ and $\alpha \in \mathbb{N}_{0}^{n}$, we have by (1.38)

$$
\begin{aligned}
\left\|\Delta^{\alpha} \widehat{\kappa}\right\|_{L_{\gamma,[\alpha]-m+\gamma}^{\infty}(\widehat{G})} & =\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{[\alpha]-m+\gamma}{\nu}} \Delta^{\alpha} \pi(\kappa) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{L^{\infty}(\widehat{G})} \\
& \leq\left\|(\mathrm{I}+\mathcal{R})^{\frac{[\alpha]-m+\gamma}{\nu}}(\mathrm{I}+\tilde{\mathcal{R}})^{-\frac{\gamma}{\nu}}\left\{\tilde{q}_{\alpha} \kappa\right\}\right\|_{L^{1}(G)}
\end{aligned}
$$

As $\kappa \in \mathcal{S}(G)$, this $L^{1}$-norm is finite and this shows that $\sigma_{T_{\kappa}} \in \Psi^{-\infty}$. More precisely, this $L^{1}$-norm is less or equal to

$$
\begin{cases}\left\|\mathcal{B}_{\gamma}\right\|_{1}\left\|(\mathrm{I}+\mathcal{R})^{a}\left\{\tilde{q}_{\alpha} \kappa\right\}\right\|_{1} & \text { if } \gamma \text { and } \frac{[\alpha]-m+\gamma}{\nu}>0 \text { and } a=\left\lceil\frac{[\alpha]-m+\gamma}{\nu}\right\rceil, \\ \left\|\mathcal{B}_{-\frac{[\alpha]-m+\gamma}{}}^{\nu}\right\|_{1}\left\|(\mathrm{I}+\tilde{\mathcal{R}})^{b}\left\{\tilde{q}_{\alpha} \kappa\right\}\right\|_{1} & \text { if } \gamma \text { and } \frac{[\alpha]-m+\gamma}{\nu}<0 \text { and } b=\left\lceil-\frac{\gamma}{\nu}\right\rceil,\end{cases}
$$

where $\lceil x\rceil$ denotes the smallest integer $>x$ and $\mathcal{B}_{\gamma}$ is the right-convolution kernel of the Bessel potential of $\mathcal{R}$, see Corollary 4.3.11. By Proposition 4.4.27, these quantities can be estimated by Schwartz seminorms.

More generally, the operators and symbols with kernels 'depending on $x$ ' but satisfying the following property are smoothing:

Lemma 5.2.21. Let $\kappa:(x, y) \mapsto \kappa_{x}(y)$ be a smooth function on $G \times G$ such that, for each multi-index $\beta \in \mathbb{N}_{0}^{n}$ and each Schwartz seminorm $\|\cdot\|_{\mathcal{S}(G), N}$, the following quantity

$$
\sup _{x \in G}\left\|X_{x}^{\beta} \kappa_{x}\right\|_{\mathcal{S}(G), N}<\infty
$$

is finite.
Then the symbol $\sigma$ given via $\sigma(x, \pi)=\widehat{\kappa}_{x}(\pi)$ is smoothing. Furthermore for any seminorm $\|\cdot\|_{S^{m}, a, b, c}$, there exists $C>0$ and $\beta \in \mathbb{N}_{0}^{n}, N \in \mathbb{N}_{0}$ such that

$$
\|\sigma\|_{S^{m}, a, b, c} \leq C \sup _{x \in G}\left\|X_{x}^{\beta} \kappa_{x}\right\|_{\mathcal{S}(G), N}
$$

Proof of Lemma 5.2.21. By (1.38), we have

$$
\sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}=\sup _{\pi \in \widehat{G}}\left\|\widehat{\kappa}_{x}(\pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \leq\left\|\kappa_{x}\right\|_{L^{1}(G)}
$$

More generally, for any $\gamma_{1}, \gamma_{2} \in \mathbb{R}$, denoting by $N_{1}, N_{2} \in \mathbb{N}_{0}$ integers such that $\gamma_{1} \leq N_{1} \gamma_{2} \leq N_{2}$, we have

$$
\begin{aligned}
& \sup _{\pi \in \widehat{G}}\left\|\pi(\mathrm{I}+\mathcal{R})^{\gamma_{1}} X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{\gamma_{2}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \leq \sup _{\pi \in \widehat{G}}\left\|\pi(\mathrm{I}+\mathcal{R})^{N_{1}} X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{N_{2}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad=\sup _{\pi \in \widehat{G}}\left\|\mathcal{F}_{G}\left\{(\mathrm{I}+\mathcal{R})^{N_{1}}(\mathrm{I}+\tilde{\mathcal{R}})^{N_{2}} X_{x}^{\beta} q_{\alpha} \kappa_{x}\right\}(\pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \leq\left\|(\mathrm{I}+\mathcal{R})^{N_{1}}(\mathrm{I}+\tilde{\mathcal{R}})^{N_{2}} q_{\alpha} X_{x}^{\beta} \kappa_{x}\right\|_{L^{1}(G)}
\end{aligned}
$$

This last $L^{1}$-norm is, up to a constant, less or equal than a Schwartz seminorm of $X_{x}^{\beta} \kappa_{x}$, see Section 3.1.9. This implies the statement.

In Theorem 5.4.9, we will see that the converse holds, that is, that any smoothing operator has an associated kernel as in Lemma 5.2.21.

### 5.2.5 First properties of symbol classes

We summarise in the next theorem some properties of the symbol classes which follow from their definition.

Theorem 5.2.22. Let $1 \geq \rho \geq \delta \geq 0$.
(i) Let $\sigma \in S_{\rho, \delta}^{m}$ have kernel $\kappa_{x}$ and order $m \in \mathbb{R}$.

1. For every $x \in G$ and $\gamma \in \mathbb{R}$,

$$
\tilde{q}_{\alpha} X^{\beta} \kappa_{x} \in \mathcal{K}_{\gamma, \rho[\alpha]-m-\delta[\beta]+\gamma} .
$$

2. If $\beta_{o} \in \mathbb{N}_{0}^{n}$ then the symbol $\left\{X_{x}^{\beta_{o}} \sigma(x, \pi),(x, \pi) \in G \times \widehat{G}\right\}$ is in $S_{\rho, \delta}^{m+\delta\left[\beta_{o}\right]}$ with kernel $X_{x}^{\beta_{o}} \kappa_{x}$, and

$$
\left\|X_{x}^{\beta_{o}} \sigma(x, \pi)\right\|_{S_{\rho, \delta}^{m+\delta[\beta o]}, a, b, c} \leq C_{b, \beta_{o}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, a, b+\left[\beta_{o}\right], c} .
$$

3. If $\alpha_{o} \in \mathbb{N}_{0}^{n}$ then the symbol $\left\{\Delta^{\alpha_{o}} \sigma(x, \pi),(x, \pi) \in G \times \widehat{G}\right\}$ is in $S_{\rho, \delta}^{m-\rho\left[\alpha_{o}\right]}$ with kernel $\tilde{q}_{\alpha_{o}} \kappa_{x}$, and

$$
\left\|\Delta^{\alpha_{o}} \sigma(x, \pi)\right\|_{S_{\rho, \delta}^{m-\rho\left[\alpha_{o}\right]}, a, b, c} \leq C_{a, \alpha_{o}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, a+\left[\alpha_{o}\right], b, c}
$$

4. The symbol

$$
\sigma^{*}:=\left\{\sigma(x, \pi)^{*},(x, \pi) \in G \times \widehat{G}\right\}
$$

is in $S_{\rho, \delta}^{m}$ with kernel $\kappa_{x}^{*}$ given by

$$
\kappa_{x}^{*}(y)=\bar{\kappa}_{x}\left(y^{-1}\right)
$$

and

$$
\begin{aligned}
& \left\|\sigma(x, \pi)^{*}\right\|_{S_{\rho, \delta}^{m}, a, b, c}= \\
& \quad \sup _{\substack{|\gamma| \leq c \\
[\alpha] \leq a,[\beta] \leq b}}\left\|\pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}} X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{\frac{\rho[\alpha]-m-\delta[\beta]+\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} .
\end{aligned}
$$

(ii) Let $\sigma_{1} \in S_{\rho, \delta}^{m_{1}}$ and $\sigma_{2} \in S_{\rho, \delta}^{m_{2}}$ have kernels $\kappa_{1 x}$ and $\kappa_{2 x}$, respectively. Then

$$
\sigma(x, \pi):=\sigma_{1}(x, \pi) \sigma_{2}(x, \pi)
$$

defines the symbol $\sigma$ in $S_{\rho, \delta}^{m}, m=m_{1}+m_{2}$, with kernel $\kappa_{2 x} * \kappa_{1 x}$ with the convolution in the sense of Definition 5.1.19. Furthermore,

$$
\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, a, b, c} \leq C\left\|\sigma_{1}(x, \pi)\right\|_{S_{\rho, \delta}^{m_{1}}, a, b, c+\rho a+\left|m_{2}\right|+\delta b}\left\|\sigma_{2}(x, \pi)\right\|_{S_{\rho, \delta}^{m_{2}}, a, b, c},
$$

where the constant $C=C_{a, b, c, m_{1}, m_{2}}>0$ does not depend on $\sigma_{1}, \sigma_{2}$.

Note that, in Part (ii), the composition $\sigma(x, \pi):=\sigma_{1}(x, \pi) \sigma_{2}(x, \pi)$ may be understood as the composition of two fields of operators acting on smooth vectors as well as the composition of $\sigma_{1}(x, \cdot) \in L_{\gamma_{1}, \gamma_{1}-m_{1}}^{\infty}(\widehat{G})$ with $\sigma_{2}(x, \cdot) \in L_{\gamma_{2}, \gamma_{2}-m_{2}}^{\infty}(\widehat{G})$ for any choice of $\gamma_{1}, \gamma_{2} \in \mathbb{R}$ such that $\gamma_{1}-m_{1}=\gamma_{2}$.
Proof. Properties (1), (2), (3), and (4) of (i) are straightforward to check.
Let us prove Part (ii). By Property (1) of (i), or by the definition of symbol classes,

$$
\kappa_{j x} \in \mathcal{K}_{\gamma_{j},-m_{j}+\gamma_{j}} \quad \text { for any } \quad \gamma_{j} \in \mathbb{R}, j=1,2
$$

thus choosing $\gamma=\gamma_{2}$ and $\gamma_{1}=-m_{2}+\gamma_{2}$, we have by Corollary 5.1.20

$$
\kappa_{2 x} * \kappa_{1 x} \in \mathcal{K}_{\gamma,-m+\gamma} \quad \text { for any } \quad \gamma \in \mathbb{R}
$$

Its group Fourier transform is

$$
\pi\left(\kappa_{1 x}\right) \pi\left(\kappa_{2 x}\right)=\sigma_{1}(x, \pi) \sigma_{2}(x, \pi)=\sigma(x, \pi)
$$

Therefore, $\sigma$ is a symbol with kernel $\kappa_{2 x} * \kappa_{1 x}$.
Let $\alpha, \beta \in \mathbb{N}_{0}^{n}$ and $\gamma \in \mathbb{R}$. From the Leibniz rules for $\Delta^{\alpha}$ (see Proposition $5.2 .10)$ and $X^{\beta}$, the operator

$$
\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho[\alpha]-m-\delta[\beta]+\gamma}{\nu}} X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}
$$

is a linear combination over $\beta_{1}, \beta_{2}, \alpha_{1}, \alpha_{2} \in \mathbb{N}^{n}$ satisfying $\left[\beta_{1}\right]+\left[\beta_{2}\right]=[\beta],\left[\alpha_{1}\right]+$ $\left[\alpha_{2}\right]=[\alpha]$, of terms

$$
\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho[\alpha]-m-\delta[\beta]+\gamma}{\nu}} X_{x}^{\beta_{1}} \Delta^{\alpha_{1}} \sigma_{1}(x, \pi) X_{x}^{\beta_{2}} \Delta^{\alpha_{2}} \sigma_{2}(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}
$$

whose operator norm is bounded by

$$
\begin{array}{r}
\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho[\alpha]-m-\delta[\beta]+\gamma}{\nu}} X_{x}^{\beta_{1}} \Delta^{\alpha_{1}} \sigma_{1}(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\rho\left[\alpha_{2}\right]-m_{2}-\delta\left[\beta_{2}\right]+\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{2}\right]-m_{2}-\delta\left[\beta_{2}\right]+\gamma}{\nu}} X_{x}^{\beta_{2}} \Delta^{\alpha_{2}} \sigma_{2}(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right) .} .
\end{array}
$$

This shows that the inequality between the seminorms of $\sigma, \sigma_{1}$ and $\sigma_{2}$ given in (ii) holds. Consequently $\sigma$ is a symbol of order $m=m_{1}+m_{2}$ and of type $(\rho, \delta)$, and (ii) is proved.

A direct consequence of Part (ii) of Theorem 5.2.22 is that the symbols in the introduced symbol classes form an algebra:

Corollary 5.2.23. Let $1 \geq \rho \geq \delta \geq 0$. The collection of symbols $\bigcup_{m \in \mathbb{R}} S_{\rho, \delta}^{m}$ forms an algebra.

Furthermore, if $\sigma_{0} \in S^{-\infty}$ and $\sigma \in S_{\rho, \delta}^{m}$ is of order $m \in \mathbb{R}$, then $\sigma_{0} \sigma$ and $\sigma \sigma_{0}$ are also in $S^{-\infty}$.

The fact that the symbol classes $\bigcup_{m \in \mathbb{R}} S_{\rho, \delta}^{m}$ form an algebra does not imply directly the same property for the operator classes $\bigcup_{m \in \mathbb{R}} \Psi_{\rho, \delta}^{m}$ since our quantization is not an algebra morphism, that is, $\operatorname{Op}\left(\sigma_{1} \sigma_{2}\right)$ is not equal in general to $\operatorname{Op}\left(\sigma_{1}\right) \operatorname{Op}\left(\sigma_{2}\right)$. However, we will show that indeed $\bigcup_{m \in \mathbb{R}} \Psi_{\rho, \delta}^{m}$ is an algebra of operators, cf. Theorem 5.5.3, and we will often use the following property:
Lemma 5.2.24. Let $\sigma_{1}$ and $\sigma_{2}$ be as in Theorem 5.2.22, (ii). We assume that $\sigma_{2}$ does not depend on $x: \sigma_{2}=\left\{\sigma_{2}(\pi): \pi \in \widehat{G}\right\}$. Then

$$
\sigma(x, \pi):=\sigma_{1}(x, \pi) \sigma_{2}(\pi)
$$

defines the symbol $\sigma$ in $S_{\rho, \delta}^{m}, m=m_{1}+m_{2}$ and

$$
\mathrm{Op}(\sigma)=\mathrm{Op}\left(\sigma_{1}\right) \mathrm{Op}\left(\sigma_{2}\right)
$$

Proof. We keep the notation of the statement. Let $\kappa_{1 x}$ and $\kappa_{2}$ be the convolution kernels of $\sigma_{1}$ and $\sigma_{2}$ respectively. Hence $\kappa_{2}$ is a function on $G$ independent of $x$. By Theorem 5.2.22(ii), $\kappa_{2} * \kappa_{1 x}$ is the convolution kernel of $\sigma$, thus

$$
\forall \phi \in \mathcal{S}(G) \quad \operatorname{Op}(\sigma)(\phi)(x)=\phi *\left(\kappa_{2} * \kappa_{1 x}\right)
$$

As $\phi * \kappa_{2}=\operatorname{Op}\left(\sigma_{2}\right) \phi$, this implies easily that $\operatorname{Op}(\sigma)$ is the composition of $\operatorname{Op}\left(\sigma_{1}\right)$ with $\mathrm{Op}\left(\sigma_{2}\right)$.

The following will also be useful, for instance in the estimates for the kernels in Section 5.4.1.
Corollary 5.2.25. Let $1 \geq \rho \geq \delta \geq 0$. Let $\sigma \in S_{\rho, \delta}^{m}$ have kernel $\kappa_{x}$. If $\beta_{1}$ and $\beta_{2}$ are in $\mathbb{N}_{0}^{n}$, then

$$
\left\{\pi(X)^{\beta_{1}} \sigma(x, \pi) \pi(X)^{\beta_{2}},(x, \pi) \in G \times \widehat{G}\right\} \in S_{\rho, \delta}^{m+\left[\beta_{1}\right]+\left[\beta_{2}\right]}
$$

with kernel $X_{y}^{\beta_{1}} \tilde{X}_{y}^{\beta_{2}} \kappa_{x}(y)$. Furthermore, for any $a, b, c$ there exists $C=C_{a, b, c, \beta_{1}, \beta_{2}}$ independent of $\sigma$ such that

$$
\left\|\pi(X)^{\beta_{1}} \sigma(x, \pi) \pi(X)^{\beta_{2}}\right\|_{S_{\rho, \delta}^{m}, a, b, c} \leq C\|\sigma\|_{S_{\rho, \delta}^{m}, a, b, c+\rho a+\left[\beta_{1}\right]+\left[\beta_{2}\right]+\delta b} .
$$

If $\beta_{2}=0$, for any $a, b, c$ there exists $C=C_{a, b, c, \beta_{1}}$ independent of $\sigma$ such that

$$
\left\|\pi(X)^{\beta_{1}} \sigma\right\|_{S_{\rho, \delta}^{m}, a, b, c} \leq C\|\sigma\|_{S_{\rho, \delta}^{m}, a, b, c}
$$

Proof. The first part follows directly from Theorem 5.2.22 Part (ii) together with Lemma 5.2.17.

We need to show a better estimate for $\beta_{2}=0$. Let $\alpha, \beta_{o} \in \mathbb{N}_{0}^{n}$. By the Leibniz formula (see (5.28)), we have

$$
\begin{aligned}
X_{x}^{\beta_{o}} & \Delta^{\alpha}\left\{\pi(X)^{\beta_{1}} \sigma(x, \pi)\right\} \\
& =\sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]} c_{\alpha, \alpha_{1}, \alpha_{2}}\left\{\Delta^{\alpha_{1}} \pi(X)^{\beta_{1}}\right\}\left\{X_{x}^{\beta_{o}} \Delta^{\alpha_{2}} \sigma(x, \pi)\right\}
\end{aligned}
$$

Hence, denoting $m_{o}:=m+\delta\left[\beta_{o}\right]$, we have

$$
\begin{gathered}
\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho[\alpha]-m_{o}-\left[\beta_{1}\right]+\gamma}{\nu}} X_{x}^{\beta_{o}} \Delta^{\alpha}\left\{\pi(X)^{\beta_{1}} \sigma(x, \pi)\right\} \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
\leq C \sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho[\alpha]-m_{o}-\left[\beta_{1}\right]+\gamma}{\nu}} \Delta^{\alpha_{1}} \pi(X)^{\beta_{1}} \pi(\mathrm{I}+\mathcal{R})^{-\frac{\rho\left[\alpha_{2}\right]-m_{o}+\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{2}\right]-m_{o}+\gamma}{\nu}} X_{x}^{\beta_{o}} \Delta^{\alpha_{2}} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} .
\end{gathered}
$$

As $\left\{\pi(X)^{\beta_{1}}\right\} \in S_{1,0}^{\left[\beta_{1}\right]}$ by Lemma 5.2.17, each quantity

$$
\sup _{|\gamma| \leq c, \pi \in \widehat{G}}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho[\alpha]-m_{o}-\left[\beta_{1}\right]+\gamma}{\nu}} \Delta^{\alpha_{1}} \pi(X)^{\beta_{1}} \pi(\mathrm{I}+\mathcal{R})^{-\frac{\rho\left[\alpha_{2}\right]-m_{o}+\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}<\infty
$$

is finite for any $c>0$ and $\alpha_{1}, \alpha_{2} \in \mathbb{N}_{0}^{n}$ such that $\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]$. This implies

$$
\begin{aligned}
& \sup _{|\gamma| \leq c, \pi \in \widehat{G}}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho[\alpha]-m_{o}-\left[\beta_{1}\right]+\gamma}{\nu}} X_{x}^{\beta_{o}} \Delta^{\alpha}\left\{\pi(X)^{\beta_{1}} \sigma(x, \pi)\right\} \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \leq C^{\prime} \sum_{\left[\alpha_{2}\right] \leq[\alpha]} \sup _{\substack{|\gamma| \leq c \\
\pi \in \widehat{G}}}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{2}\right]-m_{o}+\gamma}{\nu}} X_{x}^{\beta_{o}} \Delta^{\alpha_{2}} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}
\end{aligned}
$$

Taking the supremum over $[\alpha] \leq a$ and $[\beta] \leq b$ yields the stated estimate.

### 5.3 Spectral multipliers in positive Rockland operators

In this section we show that multipliers in positive Rockland operators belong to the introduced symbol classes $\Psi^{m}$.

The main result is stated in Proposition 5.3.4. This will allow us to use the Littlewood-Paley decompositions associated with a positive Rockland operator, and therefore will enter most of the subsequent proofs.

### 5.3.1 Multipliers in one positive Rockland operator

The precise class of multiplier functions that we consider is the following:
Definition 5.3.1. Let $\mathcal{M}_{m}$ be the space of functions $f \in C^{\infty}\left(\mathbb{R}_{+}\right)$such that the following quantities for all $\ell \in \mathbb{N}_{0}$ are finite:

$$
\|f\|_{\mathcal{M}_{m, \ell}}:=\sup _{\lambda>0, \ell^{\prime}=0, \ldots, \ell}(1+\lambda)^{-m+\ell^{\prime}}\left|\partial_{\lambda}^{\ell^{\prime}} f(\lambda)\right|
$$

In other words, the class of functions $f$ that appears in the definition above are the functions which are smooth on $\mathbb{R}_{+}=(0, \infty)$ and have the symbolic behaviour at infinity of the Hörmander class $S_{1,0}^{m}(\mathbb{R})$ on the real line. However, we rather prefer the notation $\mathcal{M}_{m}$ in order not to create any confusion between these classes and the classes $S_{\rho, \delta}^{m}(G)$ defined on the group $G$.

Example 5.3.2. For any $m \in \mathbb{R}$, the function $\lambda \mapsto(1+\lambda)^{m}$ is in $\mathcal{M}_{m}$.
It is a routine exercise to check that $\mathcal{M}_{m}$ endowed with the family of maps $\|\cdot\|_{\mathcal{M}_{m, \ell}}, \ell \in \mathbb{N}_{0}$, is a Fréchet space. Furthermore, it satisfies the following property.
Lemma 5.3.3. If $f_{1} \in \mathcal{M}_{m_{1}}$ and $f_{2} \in \mathcal{M}_{m_{2}}$ then $f_{1} f_{2} \in \mathcal{M}_{m_{1}+m_{2}}$ with

$$
\left\|f_{1} f_{2}\right\|_{\mathcal{M}_{m_{1}+m_{2}, \ell}} \leq C_{\ell}\left\|f_{1}\right\|_{\mathcal{M}_{m_{1}, \ell}}\left\|f_{2}\right\|_{\mathcal{M}_{m_{2}, \ell}}
$$

Proof. This follows from the Leibniz formula for $\left|\partial^{\ell^{\prime}}\left(f_{1} f_{2}\right)\right|$ and from the following inequality which holds for $\lambda>0$ and $\ell_{1}^{\prime}, \ell_{2}^{\prime} \leq \ell$ :

$$
(1+\lambda)^{-m_{1}-m_{2}+\ell_{1}^{\prime}+\ell_{2}^{\prime}}\left|\partial_{\lambda}^{\ell_{1}^{\prime}} f_{1}(\lambda)\right|\left|\partial_{\lambda}^{\ell_{2}^{\prime}} f_{2}(\lambda)\right| \leq\left\|f_{1}\right\|_{\mathcal{M}_{m_{1}, \ell}}\left\|f_{2}\right\|_{\mathcal{M}_{m_{2}, \ell}}
$$

which implies the claim.
The main property of this section is
Proposition 5.3.4. Let $m \in \mathbb{R}$ and let $\mathcal{R}$ be a positive Rockland operator of homogeneous degree $\nu$. If $f \in \mathcal{M}_{\frac{m}{\nu}}$, then $f(\mathcal{R})$ is in $\Psi^{m}$ and its symbol $\{f(\pi(\mathcal{R})), \pi \in \widehat{G}\}$ satisfies

$$
\forall a, b, c \in \mathbb{N}_{0} \quad \exists \ell \in \mathbb{N}, C>0: \quad\|f(\pi(\mathcal{R}))\|_{a, b, c} \leq C\|f\|_{\mathcal{M} \frac{m}{\nu}, \ell}
$$

with $\ell$ and $C$ independent of $f$.
Proof. First let us show that it suffices to show Proposition 5.3.4 for $m<-\nu$. If $f \in \mathcal{M}_{\frac{m}{\nu}}$ with $m \geq-\nu$, then we define

- $m_{2} \geq \nu$ such that $\frac{m_{2}}{\nu}$ is the smallest integer strictly larger than $\frac{m}{\nu}$,
- $f_{1}(\lambda):=(1+\lambda)^{-\frac{m_{2}}{\nu}} f(\lambda)$ and $f_{2}(\lambda):=(1+\lambda)^{\frac{m_{2}}{\nu}}$.

By Example 5.3.2 and Lemma 5.3.3, we see that $f_{1} \in \mathcal{M}_{\frac{m_{1}}{\nu}}$ with $m_{1}=m-m_{2}$. By Lemma 5.2.17, we see that $f_{2}(\pi(\mathcal{R})) \in S^{m_{2}}$. If Proposition 5.3.4 holds for $m_{1}<-\nu$, then we can apply it to $f_{1}$ and hence $f_{1}(\pi(\mathcal{R})) \in S^{m_{1}}$. Thus the product

$$
f(\pi(\mathcal{R}))=f_{1}(\pi(\mathcal{R})) f_{2}(\pi(\mathcal{R}))
$$

is in $S^{m_{1}+m_{2}}=S^{m}$.
Therefore, as claimed above, it suffices to show Proposition 5.3.4 for $m<-\nu$.
Now we show that we may assume that $f$ is supported away from 0 . Indeed, if $f \in \mathcal{M}_{\frac{m}{\nu}}$, we extend it smoothly to $\mathbb{R}$ and we write

$$
f=f \chi_{o}+f\left(1-\chi_{o}\right)
$$

where $\chi_{o} \in \mathcal{D}(\mathbb{R})$ is identically 1 on $[-1,1]$. Since $f \chi_{o} \in \mathcal{D}(\mathbb{R})$, by Hulanicki's theorem (cf. Corollary 4.5.2), the kernel of $\left(f \chi_{o}\right)(\mathcal{R})$ is Schwartz and by Lemma 5.2 .20 , we have $\left(f \chi_{o}\right)(\mathcal{R}) \in \Psi^{-\infty}$ with suitable inequalities for the seminorms. Thus we just have to prove the result for $f\left(1-\chi_{o}\right)$ which is supported in $[1, \infty)$ where $\lambda \asymp 1+\lambda$. The statement then follows from the following lemma.

Showing Proposition 5.3.4 boils then down to
Lemma 5.3.5. Let $m<-\nu$. If $f \in C^{\infty}(\mathbb{R})$ is supported in $[1, \infty)$ and satisfies

$$
\forall \ell \in \mathbb{N}_{0} \quad \exists C_{\ell} \quad \forall \lambda \geq 1 \quad\left|\partial_{\lambda}^{\ell} f(\lambda)\right| \leq C_{\ell}|\lambda|^{\frac{m}{\nu}-\ell},
$$

then $f(\mathcal{R}) \in \Psi^{m}$, and for any $a, b, c \in \mathbb{N}_{0}$ we have

$$
\|f(\mathcal{R})\|_{\Psi^{m}, a, b, c} \leq C \sup _{\lambda \geq 1, \ell^{\prime}=0, \ldots, \ell}|\lambda|^{-\frac{m}{\nu}+\ell^{\prime}}\left|\partial_{\lambda}^{\ell^{\prime}} f(\lambda)\right|,
$$

with $\ell=\ell_{m, a, b, c} \in \mathbb{N}$ and $C=C_{m, a, b, c}>0$ independent of $f$.
The proof of Lemma 5.3.5 relies on the following consequence of Hulanicki's theorem (see Theorem 4.5.1).

Lemma 5.3.6. Let $\mathcal{R}$ be a positive Rockland operator on a graded Lie group $G$.
Let $m \in \mathcal{D}(\mathbb{R})$ and $\alpha_{o} \in \mathbb{N}_{0}^{n}$. We denote by $m(\mathcal{R}) \delta_{0}$ the kernel of the multiplier $m(\mathcal{R})$ and we set

$$
\kappa(x):=x^{\alpha_{o}} m(\mathcal{R}) \delta_{0}(x) .
$$

The function $\kappa$ is Schwartz.
For any $p \in(1, \infty), N \in \mathbb{N}$ and $a \in \mathbb{R}$ with $0 \leq a \leq N \nu$, there exist $C>0$ and $k \in \mathbb{N}$ such that for any $\phi \in \mathcal{S}(G)$,

$$
\left\|\mathcal{R}^{N}(\phi * \kappa)\right\|_{p} \leq C \sup _{\substack{\lambda>0 \\ \ell=0, \ldots, k}}(1+\lambda)^{k}\left|\partial_{\lambda}^{\ell} m(\lambda)\right|\left\|\mathcal{R}_{p}^{\frac{a}{\nu}} \phi\right\|_{L^{p}(G)} .
$$

Proof of Lemma 5.3.6. By Hulanicki's Theorem 4.5.1 or Corollary 4.5.2, $\kappa \in \mathcal{S}(G)$.
It suffices to prove the result with $X^{\alpha},[\alpha]=N \nu$, instead of $\mathcal{R}^{N}$. By Corollary 3.1.30, we can write $X^{\alpha}$ as a finite sum of $\tilde{X}^{\beta} p_{\alpha, \beta}$ with $p_{\alpha, \beta}$ a homogeneous polynomial of homogeneous degree $[\beta]-[\alpha] \geq 0$. We then have

$$
X^{\alpha}(\phi * \kappa)=\phi * X^{\alpha} \kappa=\sum \phi *\left(\tilde{X}^{\beta} p_{\alpha, \beta} \kappa\right)=\sum\left(X^{\beta} \phi\right) *\left(p_{\alpha, \beta} \kappa\right)
$$

Therefore, by Proposition 4.4.30,

$$
\begin{aligned}
\left\|X^{\alpha}(\phi * \kappa)\right\|_{p} & \leq \sum\left\|\left(\mathcal{R}^{\frac{-[\beta]+a}{\nu}} X^{\beta} \phi\right) *\left(\tilde{\mathcal{R}}^{\frac{[\beta]-a}{\nu}} p_{\alpha, \beta} \kappa\right)\right\|_{p} \\
& \leq \sum\left\|\mathcal{R}^{\frac{-[\beta]+a}{\nu}} X^{\beta} \phi\right\|_{p}\left\|\tilde{\mathcal{R}}^{\frac{[\beta]-a}{\nu}} p_{\alpha, \beta} \kappa\right\|_{1}
\end{aligned}
$$

By Theorem 4.4.16, Part 2,

$$
\left\|\mathcal{R}^{\frac{-[\beta]+a}{\nu}} X^{\beta} \phi\right\|_{p} \leq C\left\|\mathcal{R}^{\frac{a}{\nu}} \phi\right\|_{p} .
$$

And we have

$$
\left\|\tilde{\mathcal{R}}^{\frac{[\beta]-a}{\nu}} p_{\alpha, \beta} \kappa\right\|_{1}=\left\|\mathcal{R}^{\frac{[\beta]-a}{\nu}} \tilde{p}_{\alpha, \beta} \tilde{\kappa}\right\|_{1},
$$

see Section 4.4.8. By Theorem 4.3.6, since $[\beta] \geq[\alpha]=N \nu \geq a$, we obtain

$$
\left\|\mathcal{R}^{\frac{[\beta]-a}{\nu}} \tilde{p}_{\alpha, \beta} \tilde{\kappa}\right\|_{1} \leq C\left\|\tilde{p}_{\alpha, \beta} \tilde{\kappa}\right\|_{1}^{1-\frac{[\beta]-a}{\nu N}}\left\|\mathcal{R}^{N} \tilde{p}_{\alpha, \beta} \tilde{\kappa}\right\|_{1}^{\frac{[\beta]-a}{\nu N}} .
$$

Note that because of (4.8), we have

$$
\tilde{\kappa}(x):=(-1)^{\left|\alpha_{o}\right|} x^{\alpha_{o}} \bar{m}(\mathcal{R}) \delta_{0}(x)
$$

By Hulanicki's theorem (see Theorem 4.5.1), $\left\|\tilde{p}_{\alpha, \beta} \tilde{\kappa}\right\|_{1}$ and $\left\|\mathcal{R}^{\frac{b}{\nu}} \tilde{p}_{\alpha, \beta} \tilde{\kappa}\right\|_{1}$ are

$$
\lesssim \sup _{\substack{\lambda>0 \\ \ell=0, \ldots, k}}(1+\lambda)^{k}\left|\partial_{\lambda}^{\ell} m(\lambda)\right|
$$

for a suitable $k$, therefore this is also the case for $\left\|\tilde{\mathcal{R}}^{\frac{[\beta]-a}{\nu}} p_{\alpha, \beta} \kappa\right\|_{1}$.
Combining all these inequalities shows the desired result.
Proof of Lemma 5.3.5. Let $f$ be as in the statement. We need to show for any $\alpha \in \mathbb{N}_{0}^{n}$ that the convolution operator with right convolution kernel $\tilde{q}_{\alpha} f(\mathcal{R}) \delta_{0}$ maps $L_{\gamma}^{2}(G)$ boundedly to $L_{[\alpha]-m+\gamma}^{2}(G)$ for any $\gamma \in \mathbb{R}$. It is sufficient to prove this for $\gamma$ in a sequence going to $+\infty$ and $-\infty$ (see Proposition 5.2.12) and, in fact, only for a sequence of positive $\gamma$ since

$$
\left(\tilde{q}_{\alpha} f(\mathcal{R}) \delta_{0}\right)^{*}=(-1)^{|\alpha|} \tilde{q}_{\alpha} \bar{f}(\mathcal{R}) \delta_{0}
$$

At the end of the proof, we will see that, because of the equivalence between the Sobolev norms, it actually suffices to prove that for a fixed $\gamma$ in this sequence, the operators given by

$$
\begin{equation*}
\phi \longmapsto \phi *\left(\tilde{q}_{\alpha} f(\mathcal{R}) \delta_{0}\right) \text { and } \phi \longmapsto \mathcal{R}^{\frac{[\alpha]-m+\gamma}{\nu}}\left(\left\{\mathcal{R}^{-\frac{\gamma}{\nu}} \phi\right\} *\left(\tilde{q}_{\alpha} f(\mathcal{R}) \delta_{0}\right)\right) \tag{5.32}
\end{equation*}
$$

are bounded on $L^{2}(G)$. So, we first prove this by decomposing $f$ and applying the Cotlar-Stein lemma.

We fix a dyadic decomposition: there exists a non-negative function $\eta \in \mathcal{D}(\mathbb{R})$ supported in $[1 / 2,2]$ and satisfying

$$
\forall \lambda \geq 1 \quad 1=\sum_{j \in \mathbb{N}_{0}} \eta_{j}(\lambda) \quad \text { where } \quad \eta_{j}(\lambda):=\eta\left(2^{-j} \lambda\right)
$$

We set for $j \in \mathbb{N}_{0}$ and $\lambda \geq 1$,

$$
\begin{aligned}
f_{j}(\lambda) & :=\lambda^{-\frac{m}{\nu}} f(\lambda) \eta_{j}(\lambda) \\
f^{(j)}(\lambda) & :=f_{j}\left(2^{j} \lambda\right) \\
g_{j}(\lambda) & :=\lambda^{\frac{m}{\nu}} f^{(j)}(\lambda) .
\end{aligned}
$$

One obtains easily that for any $j \in \mathbb{N}_{0}$ and $\ell \in \mathbb{N}_{0}$, we have

$$
\begin{aligned}
\partial^{\ell} f_{j}(\lambda) & =\sum_{\ell_{1}+\ell_{2}+\ell_{3}=\ell} \lambda^{-\frac{m}{\nu}-\ell_{1}}\left(\partial^{\ell_{2}} f\right)(\lambda) 2^{-j \ell_{3}}\left(\partial^{\ell_{3}} \eta\right)\left(2^{-j} \lambda\right) \\
\left|\partial^{\ell} f_{j}(\lambda)\right| & \leq C_{\substack{\ell \\
\sup ^{\lambda} \leq 1 \\
\ell^{\prime} \leq \ell}} \lambda^{-\frac{m}{\nu}+\ell^{\prime}}\left|\partial_{\lambda}^{\ell^{\prime}} f(\lambda)\right| \sum_{\ell_{1}+\ell_{2}+\ell_{3}=\ell} \lambda^{-\ell_{1}} \lambda^{-\ell_{2}} 2^{-j \ell_{3}}\left|\left(\partial^{\ell_{3}} \eta\right)\left(2^{-j} \lambda\right)\right|,
\end{aligned}
$$

where $\bar{\sum}$ stands for a linear combination of its terms with some constants. As $\eta$ is supported in $[1 / 2,2]$ and since $\lambda \asymp 2^{j}$, we have

$$
\lambda^{-\ell_{1}} \lambda^{-\ell_{2}} 2^{-j \ell_{3}} \asymp 2^{-j \ell_{1}+\ell_{2}+\ell_{3}}
$$

so that

$$
\sum_{\ell_{1}+\ell_{2}+\ell_{3}=\ell} \lambda^{-\ell_{1}} \lambda^{-\ell_{2}} 2^{-j \ell_{3}}\left|\left(\partial^{\ell_{3}} \eta\right)\left(2^{-j} \lambda\right)\right| \leq C_{\ell, \eta} 2^{-j \ell}
$$

Therefore, we have obtained

$$
\left|\partial^{\ell} f_{j}(\lambda)\right| \leq C_{\substack{\lambda \geq 1 \\ \ell^{\prime} \leq \ell}} \sup ^{-\frac{m}{\nu}+\ell^{\prime}}\left|\partial_{\lambda}^{\ell^{\prime}} f(\lambda)\right| 2^{-j \ell}
$$

Hence, for each $j \in \mathbb{N}_{0}, f^{(j)}$ is smooth and supported in [1/2, 2], and satisfies for any $\ell \in \mathbb{N}_{0}$ the estimate

$$
\left|\partial^{\ell} f^{(j)}(\lambda)\right|=\left|2^{j \ell} \partial^{\ell} f_{j}(\lambda)\right| \leq C_{\ell} \sup _{\substack{\lambda \geq 1 \\ \ell^{\prime} \leq \ell}} \lambda^{-\frac{m}{\nu}+\ell^{\prime}}\left|\partial_{\lambda}^{\ell^{\prime}} f(\lambda)\right|
$$

Consequently, each $g_{j}$ is smooth and supported in $[1 / 2,2]$, and satisfies

$$
\begin{equation*}
\forall \ell \in \mathbb{N}_{0} \sup _{\substack{\lambda \in\left[\frac{1}{2}, 2\right] \\ \ell^{\prime}=0, \ldots, \ell}}\left|\partial^{\ell^{\prime}} g_{j}(\lambda)\right| \leq C_{\ell} \sup _{\substack{\lambda \geq 1 \\ \ell^{\prime} \leq \ell}} \lambda^{-\frac{m}{\nu}+\ell^{\prime}}\left|\partial_{\lambda}^{\ell^{\prime}} f(\lambda)\right| . \tag{5.33}
\end{equation*}
$$

Clearly $f(\lambda)$ is the sum of the terms

$$
2^{j \frac{m}{\nu}} g_{j}\left(2^{-j} \lambda\right)=f(\lambda) \eta_{j}(\lambda)
$$

over $j \in \mathbb{N}_{0}$ and this sum is uniformly locally finite with respect to $\lambda$. Furthermore, since the functions $f$ and $g_{j}$ are continuous and bounded, the operators $f(\mathcal{R})$ and $g_{j}\left(2^{-j} \mathcal{R}\right)$ defined by the functional calculus are bounded on $L^{2}(G)$ by Corollary 4.1.16. Therefore, we have in the strong operator topology of $\mathscr{L}\left(L^{2}(G)\right)$ that

$$
f(\mathcal{R})=\sum_{j=0}^{\infty} 2^{j \frac{m}{\nu}} g_{j}\left(2^{-j} \mathcal{R}\right)
$$

and in $\mathcal{K}(G)$ or $\mathcal{S}^{\prime}(G)$ that

$$
f(\mathcal{R}) \delta_{o}=\sum_{j=0}^{\infty} 2^{j \frac{m}{\nu}} g_{j}\left(2^{-j} \mathcal{R}\right) \delta_{o}
$$

We fix $\alpha \in \mathbb{N}_{0}^{n}$. For each $j \in \mathbb{N}_{0}$, by Hulanicki's theorem (see Corollary 4.5.2), $g_{j}\left(2^{-j} \mathcal{R}\right) \delta_{o}$ is Schwartz, thus so is

$$
K_{j}:=2^{j \frac{m}{\nu}} \tilde{q}_{\alpha} g_{j}\left(2^{-j} \mathcal{R}\right) \delta_{o}
$$

and also (see (4.8))

$$
K_{j}^{*}=: K_{j}^{*}(x)=\bar{K}_{j}\left(x^{-1}\right)=(-1)^{|\alpha|} 2^{j \frac{m}{\nu}} \tilde{q}_{\alpha} \bar{g}_{j}\left(2^{-j} \mathcal{R}\right) \delta_{o}\left(x^{-1}\right) .
$$

We claim that for any $a, b \in \mathbb{R}$ satisfying

- either $b \in \nu \mathbb{N}_{0}$ and $a \in[0, b)$
- or $b \geq 0$ and $a<\lfloor b / \nu\rfloor$
there exist $\ell \in \mathbb{N}$ and $C>0$ such that for all $j \in \mathbb{N}_{0}$, we have

$$
\begin{equation*}
\left\|\tilde{\mathcal{R}}^{-\frac{a}{\nu}} \mathcal{R}^{\frac{b}{\nu}} K_{j}\right\|_{\mathcal{K}} \leq C\left(2^{\frac{j}{\nu}}\right)^{m-[\alpha]-a+b} \sup _{\substack{\lambda \geq 1 \\ \ell^{\prime} \leq \ell}} \lambda^{-\frac{m}{\nu}+\ell^{\prime}}\left|\partial_{\lambda}^{\ell^{\prime}} f(\lambda)\right|, \tag{5.34}
\end{equation*}
$$

and the same is true for $\mathcal{R}^{-\frac{a}{\nu}} \tilde{\mathcal{R}}^{\frac{b}{\nu}} K_{j}^{*}$.
Let us prove this claim. By homogeneity (see (4.3)), we see that

$$
g_{j}\left(2^{-j} \mathcal{R}\right) \delta_{o}(x)=\left(2^{-\frac{j}{\nu}}\right)^{-Q} g_{j}(\mathcal{R}) \delta_{o}\left(2^{\frac{j}{\nu}} x\right)
$$

thus

$$
\begin{aligned}
K_{j}(x) & =2^{j \frac{m}{\nu}}\left(2^{\frac{j}{\nu}}\right)^{-[\alpha]} \tilde{q}_{\alpha}\left(2^{\frac{j}{\nu}} x\right)\left(2^{-\frac{j}{\nu}}\right)^{-Q} g_{j}(\mathcal{R}) \delta_{o}\left(2^{\frac{j}{\nu}} x\right) \\
& =\left(2^{\frac{j}{\nu}}\right)^{m-[\alpha]+Q}\left(\tilde{q}_{\alpha} g_{j}(\mathcal{R}) \delta_{o}\right)\left(2^{\frac{j}{\nu}} x\right) .
\end{aligned}
$$

More generally, by Part (7) of Theorem 4.3.6 for $\mathcal{R}$ and consequently for $\tilde{\mathcal{R}}$ (see (4.50)) we have

$$
\tilde{\mathcal{R}}^{-\frac{a}{\nu}} \mathcal{R}^{\frac{b}{\nu}} K_{j}=\left(2^{\frac{j}{\nu}}\right)^{m-[\alpha]+Q-a+b}\left(\tilde{\mathcal{R}}^{-\frac{a}{\nu}} \mathcal{R}^{\frac{b}{\nu}}\left\{\tilde{q}_{\alpha} g_{j}(\mathcal{R}) \delta_{o}\right\}\right) \circ D_{2^{\frac{j}{\nu}}}
$$

whenever it makes sense (that is, $K_{j}$ is in the $L^{2}$-domain of $\mathcal{R}^{\frac{b}{\nu}}$ such that $\mathcal{R}^{\frac{b}{\nu}} K_{j}$ is in the $L^{2}$-domain of $\tilde{\mathcal{R}}^{-\frac{a}{\nu}}$. Consequently, by Proposition 5.1.17 (1), with norms possibly infinite, we have

$$
\left\|\tilde{\mathcal{R}}^{-\frac{a}{\nu}} \mathcal{R}^{\frac{b}{\nu}} K_{j}\right\|_{\mathcal{K}}=\left(2^{\frac{j}{\nu}}\right)^{m-[\alpha]-a+b}\left\|\tilde{\mathcal{R}}^{-\frac{a}{\nu}} \mathcal{R}^{\frac{b}{\nu}}\left\{\tilde{q}_{\alpha} g_{j}(\mathcal{R}) \delta_{o}\right\}\right\|_{\mathcal{K}} .
$$

Since $\left(\tilde{\mathcal{R}}^{-\frac{a}{\nu}} \mathcal{R}^{\frac{b}{\nu}} K_{j}\right)^{*}=\tilde{\mathcal{R}}^{\frac{b}{\nu}} \mathcal{R}^{-\frac{a}{\nu}} K_{j}^{*}$ for any $a, b$ whenever it makes sense, or by the same argument as above, we also have

$$
\left\|\tilde{\mathcal{R}}^{-\frac{a}{\nu}} \mathcal{R}^{\frac{b}{\nu}} K_{j}^{*}\right\|_{\mathcal{K}}=\left(2^{\frac{j}{\nu}}\right)^{m-[\alpha]-a+b}\left\|\tilde{\mathcal{R}}^{-\frac{a}{\nu}} \mathcal{R}^{\frac{b}{\nu}}\left\{\tilde{q}_{\alpha} \bar{g}_{j}(\mathcal{R}) \delta_{o}\right\}\right\|_{\mathcal{K}}
$$

Therefore, if $b \in \nu \mathbb{N}_{0}$ and $a \in[0, b)$, by Lemma 5.3.6, there exist $\ell=\ell_{a, b} \in \mathbb{N}$ such that

$$
\begin{aligned}
\left\|\tilde{\mathcal{R}}^{-\frac{a}{\nu}} \mathcal{R}^{\frac{b}{\nu}}\left\{\tilde{q}_{\alpha} g_{j}(\mathcal{R}) \delta_{o}\right\}\right\|_{\mathcal{K}} & \leq C_{a, b} \sup _{\substack{\lambda>0 \\
\ell^{\prime}=0, \ldots, \ell}}(1+\lambda)^{\ell}\left|\partial_{\lambda}^{\ell^{\prime}} g_{j}(\lambda)\right| \\
& \leq C_{a, b} \sup _{\substack{\lambda>0 \\
\ell^{\prime}=0, \ldots, \ell}}\left|\partial_{\lambda}^{\ell^{\prime}} g_{j}(\lambda)\right|
\end{aligned}
$$

since each $g_{j}$ is supported in $[1 / 2,2]$. As $g_{j}$ satisfies (5.33), we have shown Claim (5.34) in the case $b \in \nu \mathbb{N}_{0}$ and $a \in[0, b)$.

If $a<\lfloor b / \nu\rfloor$ then we can apply the result we have just obtained to $\nu(\lfloor b / \nu\rfloor)$ and $\nu\lceil b / \nu\rceil$. Using Theorem 4.3 .6 we then have for any $\phi \in \mathcal{S}(G)$, with $\theta:=$ $\left\lfloor\frac{b}{\nu}\right\rfloor\left\lceil\frac{b}{\nu}\right\rceil^{-1}$, that

$$
\begin{aligned}
\left\|\mathcal{R}^{\frac{b}{\nu}} \phi\right\|_{2} & \leq C\left\|\mathcal{R}^{\left\lfloor\frac{b}{\nu}\right\rfloor} \phi\right\|_{2}^{1-\theta}\left\|\mathcal{R}^{\left\lceil\frac{b}{\nu}\right\rceil} \phi\right\|_{2}^{\theta} \\
& \leq C\left(\sup _{\substack{\lambda>0 \\
\ell^{\prime}=0, \ldots, \ell}}\left|\partial_{\lambda}^{\ell^{\prime}} g_{j}(\lambda)\right|\left\|\mathcal{R}^{\frac{a}{\nu}} \phi\right\|_{2}\right)^{1-\theta+\theta}
\end{aligned}
$$

for some $\ell$. This shows Claim (5.34) in the case $a<\lfloor b / \nu\rfloor$.
We set $T_{j}: \mathcal{S}(G) \ni \phi \mapsto \phi * K_{j}$. We want to apply the Cotlar-Stein lemma (Theorem A.5.2) to two families of $L^{2}(G)$-bounded operators: first to $T_{j}, j \in \mathbb{N}_{0}$, and then to

$$
T_{j, \beta, \gamma}: \phi \longmapsto \phi * \mathcal{R}^{\frac{\beta}{\nu}} \tilde{\mathcal{R}}^{-\frac{\gamma}{\nu}} K_{j}, j \in \mathbb{N}_{0}
$$

where $\gamma \in \nu \mathbb{N}$ is such that $\beta:=[\alpha]-m+\gamma>0$.
Let us check the hypothesis of the Cotlar-Stein lemma for $T_{j}$. By Claim (5.34) for $a=b=0$, there exists $\ell \in \mathbb{N}_{0}$ such that for any $j, k \in \mathbb{N}_{0}$,

$$
\begin{aligned}
& \max \left(\left\|T_{j}^{*} T_{k}\right\|_{\mathscr{L}\left(L^{2}(G)\right)},\left\|T_{j} T_{k}^{*}\right\|_{\mathscr{L}\left(L^{2}(G)\right)}\right) \\
& \leq C \max \left(\left\|T_{j}^{*}\right\|_{\mathscr{L}\left(L^{2}(G)\right)}\left\|T_{k}\right\|_{\mathscr{L}\left(L^{2}(G)\right)},\left\|T_{j}\right\|_{\mathscr{L}\left(L^{2}(G)\right)}\left\|T_{k}^{*}\right\|_{\left.\mathscr{L}\left(L^{2}(G)\right)\right)}\right) \\
& \leq C 2^{\frac{j+k}{\nu}(m-[\alpha])}\left(\sup _{\lambda} \lambda^{-\frac{m}{\nu}+\ell^{\prime}}\left|\partial_{\lambda}^{\ell^{\prime}} f(\lambda)\right|\right)^{2} \\
& \ell^{\prime} \leq \ell \\
& \leq C 2^{\frac{|j-k|}{\nu}(m-[\alpha])}\left(\sup _{\lambda} \lambda^{-\frac{m}{\nu}+\ell^{\prime}}\left|\partial_{\lambda}^{\ell^{\prime}} f(\lambda)\right|\right)^{2} \\
& \ell^{\prime} \leq \ell
\end{aligned}
$$

since $m-[\alpha]<0$.
Let us check the hypothesis of the Cotlar-Stein lemma for $T_{j, \beta, \gamma}$. By Proposition 4.4.30 the right convolution kernel of the operator $T_{j, \beta, \gamma}^{*} T_{k, \beta, \gamma}$ is given by

$$
\left(\mathcal{R}^{\frac{\beta}{\nu}} \tilde{\mathcal{R}}^{-\frac{\gamma}{\nu}} K_{k}\right) *\left(\tilde{\mathcal{R}}^{\frac{\beta}{\nu}} \mathcal{R}^{-\frac{\gamma}{\nu}} K_{j}^{*}\right)=\left(\tilde{\mathcal{R}}^{-\frac{\gamma}{\nu}} \mathcal{R}^{\frac{\gamma}{\nu}} K_{k}\right) *\left(\tilde{\mathcal{R}}^{\frac{2 \beta-\gamma}{\nu}} \mathcal{R}^{-\frac{\gamma}{\nu}} K_{j}^{*}\right) .
$$

Therefore, its operator norm is

$$
\begin{aligned}
& \left\|T_{j, \beta, \gamma}^{*} T_{k, \beta, \gamma}\right\|_{\mathscr{L}\left(L^{2}(G)\right)} \leq\left\|\tilde{\mathcal{R}}^{-\frac{\gamma}{\nu}} \mathcal{R}^{\frac{\gamma}{\nu}} K_{k}\right\|_{\mathcal{K}}\left\|\tilde{\mathcal{R}}^{\frac{2 \beta-\gamma}{\nu}} \mathcal{R}^{-\frac{\gamma}{\nu}} K_{j}^{*}\right\|_{\mathcal{K}} \\
& \quad \leq 2^{\frac{k}{\nu}(m-[\alpha]-\gamma+\gamma)} 2^{\frac{j}{\nu}(m-[\alpha]-\gamma+2 \beta-\gamma)}\left(\begin{array}{l}
\left.\sup _{\lambda} \lambda^{-\frac{m}{\nu}+\ell^{\prime}}\left|\partial_{\lambda}^{\ell^{\prime}} f(\lambda)\right|\right)^{2}
\end{array},\right.
\end{aligned}
$$

for some $\ell$, thanks to Claim (5.34) with $a=b=\gamma \in \nu \mathbb{N}$ and with $b=2 \beta-\gamma=$ $2[\alpha]-2 m+\gamma$ and $a=\gamma$. So we have obtained

Since the adjoint of $T_{j, \beta, \gamma}^{*} T_{k, \beta, \gamma}$ is $T_{k, \beta, \gamma}^{*} T_{j, \beta, \gamma}$, we may replace $k-j$ above by $|k-j|$.

We proceed in a similar way for the operator norm of $T_{j, \beta, \gamma} T_{k, \beta, \gamma}^{*}$ whose right convolution kernel is

$$
\left(\mathcal{R}^{\frac{\beta}{\nu}} \tilde{\mathcal{R}}^{-\frac{\gamma}{\nu}} K_{k}^{*}\right) *\left(\tilde{\mathcal{R}}^{\frac{\beta}{\nu}} \mathcal{R}^{-\frac{\gamma}{\nu}} K_{j}\right)=\left(\mathcal{R}^{\frac{2 \beta-\gamma}{\nu}} \tilde{\mathcal{R}}^{-\frac{\gamma}{\nu}} K_{k}^{*}\right) *\left(\tilde{\mathcal{R}}^{\frac{\gamma}{\nu}} \mathcal{R}^{\frac{-\gamma}{\nu}} K_{j}\right) .
$$

Therefore, we obtain

$$
\begin{gathered}
\max \left(\left\|T_{j, \beta, \gamma}^{*} T_{k, \beta, \gamma}\right\|_{\mathscr{L}\left(L^{2}(G)\right)},\left\|T_{j, \beta, \gamma} T_{k, \beta, \gamma}^{*}\right\|_{\mathscr{L}\left(L^{2}(G)\right)}\right) \\
\leq C 2^{\frac{|k-j|}{\nu}(m-[\alpha])}\left(\sup _{\substack{\lambda \geq 1 \\
\ell^{\prime} \leq \ell}} \lambda^{-\frac{m}{\nu}+\ell^{\prime}}\left|\partial_{\lambda}^{\ell^{\prime}} f(\lambda)\right|\right)^{2} .
\end{gathered}
$$

By the Cotlar-Stein lemma (see Theorem A.5.2), $\sum T_{j}$ and $\sum_{j} T_{j, \beta, \gamma}$ converge in the strong operator topology of $\mathscr{L}\left(L^{2}(G)\right)$ and the resulting operators have operator norms, up to a constant, less or equal than

$$
\sup _{\lambda \geq 1, \ell \leq k} \lambda^{-\frac{m}{\nu}+\ell}\left|\partial_{\lambda}^{\ell} f(\lambda)\right|
$$

Clearly $\sum T_{j}$ and $\sum_{j} T_{j, \beta, \gamma}$ coincide on $\mathcal{S}(G)$ with the operators in (5.32), respectively. Using the equivalence between the two Sobolev norms (Theorem 4.4.3, Part
4), this implies

$$
\begin{aligned}
&\left\|\phi *\left(\tilde{q}_{\alpha} f(\mathcal{R}) \delta_{0}\right)\right\|_{L_{\beta}^{2}(G)} \leq C\left(\left\|\phi *\left(\tilde{q}_{\alpha} f(\mathcal{R}) \delta_{0}\right)\right\|_{2}+\| \mathcal{R}^{\frac{\beta}{\nu}}\left(\phi *\left(\tilde{q}_{\alpha} f(\mathcal{R}) \delta_{0}\right) \|_{2}\right)\right. \\
& \leq C \sup _{\substack{\lambda \geq 1 \\
\ell^{\prime} \leq \ell}} \lambda^{-\frac{m}{\nu}+\ell^{\prime}}\left|\partial_{\lambda}^{\ell^{\prime}} f(\lambda)\right|\left(\|\phi\|_{2}+\left\|\mathcal{R}^{\frac{\gamma}{\nu}} \phi\right\|_{2}\right) \\
& \leq C \sup _{\substack{\lambda \geq 1 \\
\ell^{\prime} \leq \ell}} \lambda^{-\frac{m}{\nu}+\ell^{\prime}}\left|\partial_{\lambda}^{\ell^{\prime}} f(\lambda)\right|\|\phi\|_{L_{\gamma}^{2}(G)} .
\end{aligned}
$$

We have obtained that the convolution operator with the right convolution kernel $\tilde{q}_{\alpha} f(\mathcal{R}) \delta_{0}$ maps $L_{\gamma}^{2}(G)$ boundedly to $L_{m-[\alpha]+\gamma}^{2}(G)$ for any $\gamma \in \nu \mathbb{N}$ such that $m-[\alpha]+\gamma>0$, with operator norm less or equal than

$$
\sup _{\lambda \geq 1, \ell^{\prime} \leq \ell} \lambda^{-\frac{m}{\nu}+\ell^{\prime}}\left|\partial_{\lambda}^{\ell^{\prime}} f(\lambda)\right|,
$$

up to a constant, with $\ell$ depending on $\gamma$. This concludes the proof of Lemma 5.3.5.

Hence the proof of Proposition 5.3.4 is now complete.
Looking back at the proof of Proposition 5.3.4, we see that we can assume that $f$ depends on $x \in G$ in the following way:
Corollary 5.3.7. Let $\mathcal{R}$ be a positive Rockland operator of homogeneous degree $\nu$. Let $m \in \mathbb{R}$ and $0 \leq \delta \leq 1$. Let

$$
f: G \times \mathbb{R}_{+} \ni(x, \lambda) \mapsto f_{x}(\lambda) \in \mathbb{C}
$$

be a smooth function. We assume that for every $\beta \in \mathbb{N}_{0}^{n}, X_{x}^{\beta} f_{x} \in \mathcal{M}_{\frac{m+\delta[\beta]}{\nu}}$. Then $\sigma(x, \pi)=f_{x}(\pi(\mathcal{R}))$ defines a symbol $\sigma$ in $S_{1, \delta}^{m}$ which satisfies

$$
\forall a, b, c \in \mathbb{N}_{0} \quad \exists \ell \in \mathbb{N}, C>0: \quad\|\sigma\|_{S_{1, \delta}^{m}, a, b, c} \leq C \sup _{[\beta] \leq b}\left\|X_{x}^{\beta} f_{x}\right\|_{\mathcal{M}_{\frac{m+\delta[\beta]}{\nu}} \ell}
$$

with $\ell$ and $C$ independent of $f$.

### 5.3.2 Joint multipliers

To a certain extent, we can tensorise the property in Proposition 5.3.4. But we need to define the tensorisation of the space $\mathcal{M}_{m}$ and the multipliers of two Rockland operators.

First, we define the space $\mathcal{M}_{m_{1}} \otimes \mathcal{M}_{m_{2}}$ of functions $f \in C^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}_{+}\right)$such that

$$
\|f\|_{\mathcal{M}_{m_{1}} \otimes \mathcal{M}_{m_{2}}, \ell}:=\sup _{\substack{\lambda_{1}, \lambda_{2}>0 \\ \ell_{1}^{\prime}, \ell_{2}^{\prime}=0, \ldots, \ell}}\left(1+\lambda_{1}\right)^{-m_{1}+\ell_{1}^{\prime}}\left(1+\lambda_{2}\right)^{-m_{2}+\ell_{2}^{\prime}}\left|\partial_{\lambda_{1}}^{\ell_{1}^{\prime}} \partial_{\lambda_{2}}^{\ell_{2}^{\prime}} f\left(\lambda_{1}, \lambda_{2}\right)\right|
$$

is finite for every $\ell \in \mathbb{N}_{0}$. It is a routine exercise to check that $\mathcal{M}_{m_{1}} \otimes \mathcal{M}_{m_{2}}$ is a Fréchet space.

Secondly, we observe that if $\mathcal{L}$ and $\mathcal{R}$ are two Rockland operators on $G$ which commute strongly, meaning that their spectral measures $E_{\mathcal{L}}$ and $E_{\mathcal{R}}$ commute, then we can define their common spectral measure $E_{\mathcal{L}, \mathcal{R}}$ via

$$
E_{\mathcal{L}, \mathcal{R}}\left(B_{1} \times B_{2}\right):=E_{\mathcal{L}}\left(B_{1}\right) E_{\mathcal{R}}\left(B_{2}\right), \quad \text { for } B_{1}, B_{2} \text { Borel subsets of } \mathbb{R},
$$

and we can also define the multipliers in $\mathcal{L}$ and $\mathcal{R}$ by

$$
f(\mathcal{L}, \mathcal{R}):=\int_{\mathbb{R}_{+} \times \mathbb{R}_{+}} f\left(\lambda_{1}, \lambda_{2}\right) d E_{\mathcal{L}, \mathcal{R}}\left(\lambda_{1}, \lambda_{2}\right)
$$

for any $f \in L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}_{+}\right)$.
Corollary 5.3.8. Let $\mathcal{L}$ and $\mathcal{R}$ be two positive Rockland operators on $G$ of respective degrees $\nu_{\mathcal{L}}$ and $\nu_{\mathcal{R}}$. We assume that $\mathcal{L}$ and $\mathcal{R}$ commute strongly, that is, their spectral measures $E_{\mathcal{L}}$ and $E_{\mathcal{R}}$ commute. If $f \in \mathcal{M} \frac{m_{1}}{\nu_{\mathcal{L}}} \otimes \mathcal{M} \frac{m_{2}}{\nu_{\mathcal{R}}}$ then $f(\mathcal{L}, \mathcal{R})$ is in $\Psi^{m_{1}+m_{2}}$. Furthermore, we have for any $a, b, c \in \mathbb{N}_{0}$,

$$
\|f(\mathcal{L}, \mathcal{R})\|_{\Psi^{m_{1}+m_{2}}, a, b, c} \leq C\|f\|_{\mathcal{M}_{\frac{m_{1}}{\nu_{\mathcal{L}}}} \otimes \mathcal{M}_{\frac{m_{2}}{\nu_{\mathcal{R}}},},}
$$

where $\ell$ and $C>0$ are independent of $f$.
Proof. By uniqueness, the spectral measure $E_{\mathcal{L}, \mathcal{R}}$ is invariant under left translations. Denoting by $\pi\left(E_{\mathcal{L}, \mathcal{R}}\right)$ for $\pi \in \widehat{G}$ its group Fourier transform, we see that the group Fourier transform of a multiplier $f(\mathcal{L}, \mathcal{R})$ for $f \in L^{\infty}\left(\mathbb{R}_{+} \times \mathbb{R}_{+}\right)$is

$$
\pi(f(\mathcal{L}, \mathcal{R}))=\int_{\mathbb{R}_{+} \times \mathbb{R}_{+}} f\left(\lambda_{1}, \lambda_{2}\right) d \pi\left(E_{\mathcal{L}, \mathcal{R}}\right)\left(\lambda_{1}, \lambda_{2}\right)
$$

since it is true for a function $f$ of the form $f\left(\lambda_{1}, \lambda_{2}\right)=f_{1}\left(\lambda_{1}\right) f_{2}\left(\lambda_{2}\right)$ with $f_{1}, f_{2} \in$ $L^{\infty}\left(\mathbb{R}_{+}\right)$, by Corollary 5.3.7.

We fix $\eta \in C^{\infty}(\mathbb{R})$ supported in $\left[-\frac{1}{2}, \frac{1}{2}\right]$ such that

$$
\forall \lambda^{\prime} \in \mathbb{R} \quad \sum_{j^{\prime} \in \mathbb{Z}} \eta\left(\lambda^{\prime}+j^{\prime}\right)=1
$$

We also fix another function $\tilde{\eta} \in C^{\infty}(\mathbb{R})$ supported in $[-1,1]$ such that $\tilde{\eta}=1$ on $\left[-\frac{1}{2}, \frac{1}{2}\right]$. For any $j^{\prime}, k^{\prime} \in \mathbb{Z}$, we define $\psi_{j^{\prime}, k^{\prime}} \in C^{\infty}(\mathbb{R})$ by

$$
\psi_{j^{\prime}, k^{\prime}}\left(\lambda^{\prime}\right):=e^{-i k^{\prime}\left(\lambda^{\prime}-j^{\prime}\right)} \tilde{\eta}\left(\lambda^{\prime}-j^{\prime}\right)
$$

It is easy to show that for any $\ell^{\prime} \in \mathbb{N}_{0}$ there exists $C=C_{\ell^{\prime}}>0$ such that

$$
\forall j^{\prime}, k^{\prime} \in \mathbb{Z} \quad\left\|\psi_{j^{\prime}, k^{\prime}}\right\|_{\mathcal{M}_{m}, \ell^{\prime}} \leq C\left(1+\left|k^{\prime}\right|\right)^{\ell^{\prime}}\left(1+\left|j^{\prime}\right|\right)^{-m+\ell^{\prime}}
$$

Since the symbols form an algebra (see Section 5.2.5), and by Proposition 5.3.4, writing $m=m_{1}+m_{2}$, we have for any $j_{1}, j_{2}, k_{1}, k_{2} \in \mathbb{Z}$ :

$$
\begin{align*}
& \left\|\psi_{j_{1}, k_{1}}(\pi(\mathcal{L})) \psi_{j_{2}, k_{2}}(\pi(\mathcal{R}))\right\|_{S^{m}, a, b, c} \\
& \quad \leq C\left\|\psi_{j_{1}, k_{1}}(\pi(\mathcal{L}))\right\|_{S^{m_{1}, a_{1}, b_{1}, c_{1}}}\left\|\psi_{j_{2}, k_{2}}(\pi(\mathcal{R}))\right\|_{S^{m_{2}}, a_{2}, b_{2}, c_{2}} \\
& \quad \leq C\left(1+\left|k_{1}\right|\right)^{\ell_{1}}\left(1+\left|j_{1}\right|\right)^{-\frac{m_{1}}{\nu_{\mathcal{L}}}+\ell_{1}}\left(1+\left|k_{2}\right|\right)^{\ell_{2}}\left(1+\left|j_{2}\right|\right)^{-\frac{m_{2}}{\nu_{\mathcal{R}}}+\ell_{2}} \tag{5.35}
\end{align*}
$$

for some $\ell_{1}, \ell_{2} \in \mathbb{N}_{0}$.
Let $f$ be as in the statement. We extend $f$ to a smooth function supported in $(-1, \infty)^{2}$ and decompose it as a locally finite sum:

$$
f=\sum_{j \in \mathbb{Z}^{2}} f_{j} \quad \text { where } \quad f_{j}(\lambda)=f(\lambda) \eta\left(\lambda_{1}-j_{1}^{\prime}\right) \eta\left(\lambda_{2}-j_{2}^{\prime}\right), \quad \lambda=\left(\lambda_{1}, \lambda_{2}\right)
$$

For each $j \in \mathbb{Z}$, we view $f_{j}(\cdot+j)$ as a smooth function supported in $[-1,1] \times[-1,1]$ and we expand it in the Fourier series

$$
f_{j}(\lambda+j)=\sum_{k \in \mathbb{Z}^{2}} c_{j, k} e^{-i k \cdot \lambda}
$$

The hypothesis on $f$ implies that for any $\ell_{1}, \ell_{2} \in \mathbb{N}_{0}$, we have

$$
\begin{gather*}
\left|c_{j, k}\right| \leq C_{\ell_{1}, \ell_{2}}\|f\|_{\mathcal{M}_{\frac{m_{1}}{\nu_{\mathcal{L}}}} \otimes \mathcal{M}_{\frac{m_{2}}{\nu_{\mathcal{R}}}}, \ell_{1}+\ell_{2}}\left(1+\left|k_{1}\right|\right)^{-\ell_{1}}\left(1+\left|k_{2}\right|\right)^{-\ell_{2}} \times  \tag{5.36}\\
\times\left(1+\left|j_{1}\right|\right)^{\frac{m_{1}}{\nu_{\mathcal{L}}}-\ell_{1}}\left(1+\left|j_{2}\right|\right)^{\frac{m_{2}}{\nu_{\mathcal{R}}}-\ell_{2}} .
\end{gather*}
$$

We have obtained that (taking different $\ell$ 's)

$$
\sum_{j, k \in \mathbb{Z}^{2}}\left|c_{j, k}\right|\left\|\psi_{j_{1}, k_{1}}\right\|_{\mathcal{M}_{\frac{m_{1}}{\nu_{\mathcal{L}}}}, \ell_{1}}\left\|\psi_{j_{2}, k_{2}}\right\|_{\mathcal{M}_{\frac{m_{2}}{\nu_{\mathcal{R}}}}, \ell_{2}}<\infty
$$

We have therefore obtained the following decomposition of $f$ in the Fréchet space $\mathcal{M}_{\frac{m_{1}}{\nu_{\mathcal{L}}}} \otimes \mathcal{M}_{\frac{m_{2}}{\nu_{\mathcal{R}}}}$,

$$
f\left(\lambda_{1}, \lambda_{2}\right)=\sum_{j, k \in \mathbb{Z}^{2}} c_{j, k} \psi_{j_{1}, k_{1}}\left(\lambda_{1}\right) \psi_{j_{2}, k_{2}}\left(\lambda_{2}\right)
$$

And so for any $a, b, c$ with $\ell_{1}, \ell_{2}$ as in (5.35),

$$
\begin{aligned}
& \|f(\pi(\mathcal{L}), \pi(\mathcal{R}))\|_{S^{m}, a, b, c} \leq \sum_{j, k \in \mathbb{Z}^{2}}\left|c_{j, k}\right|\left\|\psi_{j_{1}, k_{1}}(\pi(\mathcal{L})) \psi_{j_{2}, k_{2}}(\pi(\mathcal{R}))\right\|_{S^{m}, a, b, c} \\
& \quad \leq \sum_{j, k \in \mathbb{Z}^{2}}\left|c_{j, k}\right| C\left(1+\left|k_{1}\right|\right)^{\ell_{1}}\left(1+\left|j_{1}\right|\right)^{-\frac{m_{1}}{\nu_{\mathcal{L}}}+\ell_{1}}\left(1+\left|k_{2}\right|\right)^{\ell_{2}}\left(1+\left|j_{2}\right|\right)^{-\frac{m_{2}}{\nu_{\mathcal{R}}}+\ell_{2}} \\
& \quad \leq C\|f\|_{\mathcal{M}_{\frac{m_{1}}{}}^{\nu_{\mathcal{L}}}} \otimes \mathcal{M}_{\frac{m_{2}}{\nu_{\mathcal{R}}}, \ell_{1}+\ell_{2}+4}
\end{aligned}
$$

by (5.37) with $\ell_{1}+2$ and $\ell_{2}+2$. This shows that $f(\pi(\mathcal{L}), \pi(\mathcal{R})) \in S^{m}$ and the desired inequalities for the seminorms.

Corollary 5.3.8 could be generalised by considering a finite family of positive Rockland operators which commute strongly between themselves (i.e. with commuting spectral measures), with symbols possibly depending on $x$ in a similar way to Corollary 5.3.7.

### 5.4 Kernels of pseudo-differential operators

In this section we obtain estimates for the kernels of operators in the classes $\Psi_{\rho, \delta}^{m}$ (cf. Section 5.4.1) and some consequences for smoothing operators (cf. Section 5.4.2) and for operators of Calderón-Zygmund type in the calculus (cf. Section 5.4.4). We will also show the $L^{p}$ boundedness of $\Psi^{0}$ in Section 5.4.4.

For technical reasons which will become apparent in Section 5.5.2, we will also consider the seminorms:

$$
\begin{equation*}
\|\sigma\|_{S_{\rho, \delta}^{m, R}, a, b}:=\sup _{\substack{(x, \pi) \in G \times \widehat{G} \\[\alpha] \leq a,[\beta] \leq b}}\left\|\Delta^{\alpha} X_{x}^{\beta} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{m-\rho[\alpha]+\delta[\beta]}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \tag{5.37}
\end{equation*}
$$

where $\mathcal{R}$ is a positive Rockland operator of homogeneous degree $\nu$. The superscript $R$ indicates that the powers of $\mathrm{I}+\mathcal{R}$ are 'on the right'. As for the $S_{\rho, \delta}^{m}$-seminorms, this is a seminorm which is equivalent to a similar seminorm for another positive Rockland operator.

### 5.4.1 Estimates of the kernels

This section is devoted to describing the behaviour of the kernel of an operator with symbol in the class $S_{\rho, \delta}^{m}$. As usual in this chapter, $G$ is a graded Lie group of homogeneous dimension $Q$. Our results in this section may be summarised in the following theorem.
Theorem 5.4.1. Let $\sigma=\{\sigma(x, \pi)\}$ be in $S_{\rho, \delta}^{m}$ with $1 \geq \rho \geq \delta \geq 0, \rho \neq 0$. Then its associated kernel $\kappa:(x, y) \mapsto \kappa_{x}(y)$ is smooth on $G \times(G \backslash\{0\})$. We also fix a homogeneous quasi-norm $|\cdot|$ on $G$.
(i) Away from 0, $\kappa_{x}$ has a Schwartz decay:

$$
\begin{gathered}
\forall M \in \mathbb{N} \quad \exists C>0, a, b, c \in \mathbb{N}: \quad \forall(x, y) \in G \times G \\
|y|>1 \Longrightarrow\left|\kappa_{x}(y)\right| \leq C \sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, a, b, c}|y|^{-M}
\end{gathered}
$$

(ii) Near 0, we have

- if $Q+m>0, \kappa_{x}$ behaves like $|y|^{-\frac{Q+m}{\rho}}:$ there exists $C>0$ and $a, b, c \in \mathbb{N}$ such that

$$
\forall(x, y) \in G \times(G \backslash\{0\}) \quad\left|\kappa_{x}(y)\right| \leq C \sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, a, b, c}|y|^{-\frac{Q+m}{\rho}}
$$

- if $Q+m=0, \kappa_{x}$ behaves like $\ln |y|:$ there exists $C>0$ and $a, b, c \in \mathbb{N}$ such that

$$
\forall(x, y) \in G \times(G \backslash\{0\}) \quad\left|\kappa_{x}(y)\right| \leq C \sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, a, b, c} \ln |y| ;
$$

- if $Q+m<0, \kappa_{x}$ is continuous on $G$ and bounded:

$$
\sup _{z \in G}\left|\kappa_{x}(z)\right| \leq C \sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, 0,0,0}
$$

Moreover, it is possible to replace the seminorm $\|\cdot\|_{S_{\rho, \delta}^{m}, a, b, c}$ in (i) and (ii) with a seminorm $\|\cdot\|_{S_{\rho, \delta}^{m, R}, a, b}$ given in (5.37).
Remark 5.4.2. Using Theorem 5.2.22 (i) Parts (3) and (2), and Corollary 5.2.25, we obtain similar properties for $X_{y}^{\beta_{1}} \tilde{X}_{y}^{\beta_{2}}\left(X_{x}^{\beta_{o}} \tilde{q}_{\alpha}(y) \kappa_{x}(y)\right)$.

We start the proof of Theorem 5.4.1 with consequences of Proposition 5.2.16 as preliminary results on the right convolution kernels and then proceed to analysing the behaviour of these kernels both at zero and at infinity.

Proposition 5.2.16 has the following consequences:
Corollary 5.4.3. Let $\sigma=\{\sigma(x, \pi)\}$ be in $S_{\rho, \delta}^{m}$ with $1 \geq \rho \geq \delta \geq 0$. Let $\kappa_{x}$ denote its associated kernel.

1. If $\alpha, \beta_{1}, \beta_{2}, \beta_{o} \in \mathbb{N}_{0}^{n}$ are such that

$$
m-\rho[\alpha]+\left[\beta_{1}\right]+\left[\beta_{2}\right]+\delta\left[\beta_{o}\right]<-Q / 2
$$

then the distribution $X_{z}^{\beta_{1}} \tilde{X}_{z}^{\beta_{2}}\left(X_{x}^{\beta_{o}} \tilde{q}_{\alpha}(z) \kappa_{x}(z)\right)$ is square integrable and for every $x \in G$ we have

$$
\int_{G}\left|X_{z}^{\beta_{1}} \tilde{X}_{z}^{\beta_{2}}\left(X_{x}^{\beta_{o}} \tilde{q}_{\alpha}(z) \kappa_{x}(z)\right)\right|^{2} d z \leq C \sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, a, b, c}^{2}
$$

where $a=[\alpha], b=\left[\beta_{o}\right], c=\rho[\alpha]+\left[\beta_{1}\right]+\left[\beta_{2}\right]+\delta\left[\beta_{o}\right]$ and $C=C_{m, \alpha, \beta_{1}, \beta_{2}, \beta_{o}}>0$ is a constant independent of $\sigma$ and $x$. If $\beta_{1}=0$ then we may replace the seminorm $\|\cdot\|_{S_{\rho, \delta}^{m}, a, b, c}$ with a seminorm $\|\cdot\|_{S_{\rho, \delta}^{m, R}, a, b}$ given in (5.37).
2. For any $\alpha, \beta_{1}, \beta_{2}, \beta_{o} \in \mathbb{N}_{0}^{n}$ satisfying

$$
m-\rho[\alpha]+\left[\beta_{1}\right]+\left[\beta_{2}\right]+\delta\left[\beta_{o}\right]<-Q,
$$

the distribution $z \mapsto X_{z}^{\beta_{1}} \tilde{X}_{z}^{\beta_{2}} X_{x}^{\beta_{o}} \tilde{q}_{\alpha}(z) \kappa_{x}(z)$ is continuous on $G$ for every $x \in G$ and we have

$$
\sup _{z \in G}\left|X_{z}^{\beta_{1}} \tilde{X}_{z}^{\beta_{2}}\left\{X_{x}^{\beta_{o}} \tilde{q}_{\alpha}(z) \kappa_{x}(z)\right\}\right| \leq C \sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m},[\alpha],\left[\beta_{o}\right],\left[\beta_{2}\right]},
$$

where $C=C_{m, \alpha, \beta_{1}, \beta_{2}, \beta_{o}}>0$ is a constant independent of $\sigma$ and $x$. If $\beta_{1}=$ 0 then we may replace the seminorm $\|\cdot\|_{S_{\rho, \delta}^{m},[\alpha],\left[\beta_{0}\right],\left[\beta_{2}\right]}$ with the seminorm $\|\cdot\|_{S_{\rho, \delta}^{m, R},[\alpha],\left[\beta_{0}\right]}$, see (5.37).

Consequently, if $\rho>0$ then the map $\kappa:(x, y) \mapsto \kappa_{x}(y)$ is smooth on $G \times(G \backslash\{0\})$.

Proof. Part (1) follows from Proposition 5.2.16 together with Theorem 5.2.22 (i) Parts (3) and (2), and Corollary 5.2.25. Now by the Sobolev inequality in Theorem 4.4.25 (ii), if the right-hand side of the following inequality is finite:

$$
\sup _{z \in G}\left|X_{z}^{\beta_{1}} \tilde{X}_{z}^{\beta_{2}}\left\{X_{x}^{\beta_{o}} \tilde{q}_{\alpha}(z) \kappa_{x}(z)\right\}\right| \leq C\left\|\left(\mathrm{I}+\mathcal{R}_{z}\right)^{\frac{s}{\nu}} X_{z}^{\beta_{1}} \tilde{X}_{z}^{\beta_{2}}\left\{X_{x}^{\beta_{o}} \tilde{q}_{\alpha}(z) \kappa_{x}(z)\right\}\right\|_{L^{2}(d z)},
$$

for $s>Q / 2$, then the distribution

$$
z \mapsto X_{z}^{\beta_{1}} \tilde{X}_{z}^{\beta_{2}}\left\{X_{x}^{\beta_{o}} \tilde{q}_{\alpha}(z) \kappa_{x}(z)\right\}
$$

is continuous and the inequality of Part (2) holds. By Theorem 4.4.16,

$$
\begin{aligned}
& \left\|\left(\mathrm{I}+\mathcal{R}_{z}\right)^{\frac{s}{\nu}} X_{z}^{\beta_{1}} \tilde{X}_{z}^{\beta_{2}}\left\{X_{x}^{\beta_{o}} \tilde{q}_{\alpha}(z) \kappa_{x}(z)\right\}\right\|_{L^{2}(d z)} \\
& \quad \leq C\left\|(\mathrm{I}+\mathcal{R})^{\frac{s+\left[\beta_{1}\right]}{\nu}}(\mathrm{I}+\tilde{\mathcal{R}})^{\frac{\left[\beta_{2}\right]}{\nu}}\left\{X_{x}^{\beta_{o}} \tilde{q}_{\alpha}(z) \kappa_{x}(z)\right\}\right\|_{L^{2}(d z)} \\
& \quad \leq C\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{s+\left[\beta_{1}\right]}{\nu}} X_{x}^{\beta_{o}} \Delta^{\alpha} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{\frac{\left[\beta_{2}\right]}{\nu}}\right\|_{L^{2}(\widehat{G})}
\end{aligned}
$$

by the Plancherel formula (1.28). By Proposition 5.2.16 (together with Theorem 5.2 .22 (ii)) as long as

$$
m+s+\left[\beta_{1}\right]-\rho[\alpha]+\delta\left[\beta_{o}\right]+\left[\beta_{2}\right]<-Q / 2
$$

since

$$
(\mathrm{I}+\mathcal{R})^{\frac{s+\left[\beta_{1}\right]}{\nu}}(\mathrm{I}+\tilde{\mathcal{R}})^{\frac{\left[\beta_{2}\right]}{\nu}}\left\{X_{x}^{\beta_{o}} \tilde{q}_{\alpha}(z) \kappa_{x}(z)\right\}
$$

is the kernel of the symbol

$$
\pi(\mathrm{I}+\mathcal{R})^{\frac{s+\left[\beta_{1}\right]}{\nu}} X_{x}^{\beta_{o}} \Delta^{\alpha} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{\frac{\left[\beta_{2}\right]}{\nu}}
$$

we have

$$
\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{s+\left[\beta_{1}\right]}{\nu}} X_{x}^{\beta_{o}} \Delta^{\alpha} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{\frac{\left[\beta_{2}\right]}{\nu}}\right\|_{L^{2}(\widehat{G})} \leq C\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m},[\alpha],\left[\beta_{o}\right],\left[\beta_{2}\right]},
$$

if $s+\left[\beta_{1}\right] \leq \rho[\alpha]-m-\delta\left[\beta_{o}\right]-\left[\beta_{2}\right]$. This shows Part (2).

## Estimates at infinity

We will now prove better estimates for the kernel than the ones stated in Corollary 5.4.3. First let us show that the kernel has a Schwartz decay away from the origin.

Proposition 5.4.4. Let $\sigma=\{\sigma(x, \pi)\}$ be in $S_{\rho, \delta}^{m}$ with $1 \geq \rho \geq \delta \geq 0$. Let $\kappa_{x}$ denote its associated kernel.

We assume that $\rho>0$ and we fix a homogeneous quasi-norm $|\cdot|$ on $G$. Then for any $M \in \mathbb{R}$ and any $\alpha, \beta_{1}, \beta_{2}, \beta_{o} \in \mathbb{N}_{0}^{n}$ there exist $C>0$ and $a, b, c \in \mathbb{N}$ independent of $\sigma$ such that for all $x \in G$ and $z \in G$ satisfying $|z| \geq 1$, we have

$$
\left|X_{z}^{\beta_{1}} \tilde{X}_{z}^{\beta_{2}}\left(X_{x}^{\beta_{o}} \tilde{q}_{\alpha}(z) \kappa_{x}(z)\right)\right| \leq C \sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, a, b, c}|z|^{-M}
$$

Furthermore, if $\beta_{1}=0$ then we may replace the seminorm $\|\cdot\|_{S_{\rho, \delta}^{m}, a, b, c}$ with a seminorm $\|\cdot\|_{S_{\rho, \delta}^{m, R}, a, b}$ given in (5.37).
Proof. We start by proving the stated result for $\alpha=\beta_{1}=\beta_{2}=\beta_{o}=0$ and for the homogeneous quasi-norm $|\cdot|_{p}$ given by (3.21). Here $p>0$ is a positive number to be chosen suitably. We also fix a number $b_{o}>0$ and a function $\eta_{o} \in C^{\infty}(\mathbb{R})$ valued in $[0,1]$ with $\eta_{o} \equiv 0$ on $\left(-\infty, \frac{1}{2}\right]$ and $\eta_{o} \equiv 1$ on $[1, \infty)$. We set

$$
\eta(x):=\eta_{o}\left(b_{o}^{-p}|x|_{p}^{p}\right)
$$

Therefore, $\eta$ is a smooth function on $G$ such that $\eta(z)=1$ if $|z|_{p} \geq b_{o}$. Consequently,

$$
\begin{align*}
& \left.\sup _{|z|_{p} \geq b_{o}}| | z\right|_{p} ^{M} \kappa_{x}(z)\left|\leq \sup _{z \in G}\right||z|_{p}^{M} \kappa_{x}(z) \eta(z) \mid \\
& \quad \leq C \sum_{\left[\beta^{\prime}\right] \leq\lceil Q / 2\rceil}\left\|X_{z}^{\beta^{\prime}}\left\{|z|_{p}^{M} \kappa_{x}(z) \eta(z)\right\}\right\|_{L^{2}(G, d z)} \tag{5.38}
\end{align*}
$$

by the Sobolev inequality in Theorem 4.4.25.
We study each term separately. We assume that $p / 2$ is a positive integer divisible by all the weights $v_{1}, \ldots, v_{n}$ and we introduce the polynomial

$$
|z|_{p}^{p}=\sum_{j=1}^{n}\left|z_{j}\right|^{\frac{p}{v_{j}}}
$$

and its inverse, so that

$$
\begin{aligned}
X_{z}^{\beta^{\prime}} & \left\{|z|_{p}^{M} \kappa_{x}(z) \eta(z)\right\}=X_{z}^{\beta^{\prime}}\left\{|z|_{p}^{M}|z|_{p}^{-p}|z|_{p}^{p} \kappa_{x}(z) \eta(z)\right\} \\
& =\sum_{\left[\beta_{1}^{\prime}\right]+\left[\beta^{\prime}\right]=\left[\beta^{\prime}\right]} X_{z}^{\beta_{1}^{\prime}}\left\{|z|_{p}^{M}|z|_{p}^{-p} \eta(z)\right\} X_{z}^{\beta_{2}^{\prime}}\left\{|z|_{p}^{p} \kappa_{x}(z)\right\},
\end{aligned}
$$

where $\bar{\sum}$ means taking a linear combination, that is, a sum involving some constants. We observe that, using a polar change of coordinates,

$$
\left\|X_{z}^{\beta_{1}^{\prime}}\left\{|z|_{p}^{M}|z|_{p}^{-p} \eta(z)\right\}\right\|_{L^{2}(G, d z)}<\infty
$$

as long as $2\left(M-p-\left[\beta_{1}^{\prime}\right]\right)+Q-1<-1$. We assume that $p$ has been chosen so that $2(M-p)+Q<0$. Therefore, all these $L^{2}$-norms can be viewed as constants. By the Cauchy-Schwartz inequality and the properties of Sobolev spaces, we obtain

$$
\begin{aligned}
\left\|X_{z}^{\beta^{\prime}}\left\{|z|_{p}^{M} \kappa_{x}(z) \eta(z)\right\}\right\|_{L^{2}(G, d z)} & \leq C \sum_{\left[\beta_{2}^{\prime}\right] \leq\left[\beta^{\prime}\right]}\left\|X_{z}^{\beta_{2}^{\prime}}\left\{|z|_{p}^{p} \kappa_{x}(z)\right\}\right\|_{L^{2}(G, d z)} \\
& \leq C \sum_{\left[\beta_{2}^{\prime}\right] \leq\left[\beta^{\prime}\right][\alpha] \leq p} \sum_{z}\left\|X_{z}^{\beta_{2}^{\prime}}\left\{\tilde{q}_{\alpha} \kappa_{x}\right\}\right\|_{2}
\end{aligned}
$$

since $|z|_{p}^{p}=\sum_{j=1}^{n} z_{j}^{\frac{p}{v_{j}}}$ is a polynomial of homogeneous degree $p$. Therefore, by Corollary 5.4.3 Part (1), we get

$$
\left\|X_{z}^{\beta^{\prime}}\left\{|z|_{p}^{M} \kappa_{x}(z) \eta(z)\right\}\right\|_{L^{2}(G, d z)} \leq C \sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{S_{p, \delta}^{m}, p, 0, \rho p+\left[\beta^{\prime}\right]}
$$

if $\rho p-m>Q / 2+\left[\beta^{\prime}\right]$. We choose $p$ accordingly. Combining this with (5.38) yields

$$
\left.\sup _{|z|_{p} \geq b_{o}}| | z\right|_{p} ^{M} \kappa_{x}(z) \mid \leq C \sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, p, 0, \rho p+\lceil Q / 2\rceil} .
$$

Therefore, we have obtained the result for the homogeneous norm $|\cdot|_{p}$ and $\alpha=$ $\beta_{1}=\beta_{2}=\beta_{o}=0$.

The full result follows for any homogeneous norm and indices $\alpha, \beta_{1}, \beta_{2}, \beta_{o}$ from the equivalence of any two homogeneous norms and by Theorem 5.2.22 (i) Parts (3) and (2), and Corollary 5.2.25.

Remark 5.4.5. 1. During the proof of Proposition 5.4.4, we have obtained the following statement which is quantitatively more precise. We keep the setting of Proposition 5.4.4. Then for any $M \in \mathbb{R}$ and $b_{o}>0$, there exists $C=$ $C_{M, b_{o}, m}>0$ such that

$$
\left.\sup _{|z|_{p} \geq b_{o}}| | z\right|_{p} ^{M} \kappa_{x}(z) \mid \leq C \sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, p, 0, \rho p+\lceil Q / 2\rceil},
$$

where $p \in \mathbb{N}$ is the smallest positive integer such that $p / 2$ is divisible by all the weights $v_{1}, \ldots, v_{n}$ and $p>\max \left(Q / 2+M, \frac{1}{\rho}(m+Q+1)\right)$.
2. Combining Part (1) above, Theorem 5.2.22 (i) Parts (3) and (2), and Corollary 5.2 .25 , it is possible (but not necessarily useful) to obtain a concrete expression for the numbers $a, b, c$ appearing in Proposition 5.4.4, in terms of $m, \rho, \delta, \alpha, \beta_{1}, \beta_{2}, \beta_{o}$ and of $Q$.

Furthermore, the same statement is true for $|z| \geq b_{o}$ for an arbitrary lower bound $b_{o}>0$. However, the constant $C$ may depend on $b_{o}$.

## Estimates at the origin

We now prove a singular estimate for the kernel near the origin which is (therefore) not covered by Corollary 5.4.3 (2).
Proposition 5.4.6. Let $\sigma=\{\sigma(x, \pi)\}$ be in $S_{\rho, \delta}^{m}$ with $1 \geq \rho \geq \delta \geq 0$. Let $\kappa_{x}$ denote its associated kernel.

We assume that $\rho>0$ and we fix a homogeneous quasi-norm $|\cdot|$ on $G$. Then for any $\alpha, \beta_{1}, \beta_{2}, \beta_{o} \in \mathbb{N}_{0}^{n}$ with $Q+m+\delta\left[\beta_{o}\right]-\rho[\alpha]+\left[\beta_{1}\right]+\left[\beta_{2}\right] \geq 0$ there exist a constant $C>0$ and computable integers $a, b, c \in \mathbb{N}_{0}$ independent of $\sigma$ such that for all $x \in G$ and $z \in G \backslash\{0\}$, we have that if

$$
Q+m+\delta\left[\beta_{o}\right]-\rho[\alpha]+\left[\beta_{1}\right]+\left[\beta_{2}\right]>0
$$

then

$$
\left|X_{z}^{\beta_{1}} \tilde{X}_{z}^{\beta_{2}}\left(X_{x}^{\beta_{o}} \tilde{q}_{\alpha}(z) \kappa_{x}(z)\right)\right| \leq C \sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, a, b, c}|z|^{-\frac{Q+m+\delta\left[\beta_{o}\right]-\rho[\alpha]+\left[\beta_{1}\right]+\left[\beta_{2}\right]}{\rho}},
$$

and if

$$
Q+m+\delta\left[\beta_{o}\right]-\rho[\alpha]+\left[\beta_{1}\right]+\left[\beta_{2}\right]=0
$$

then

$$
\left|X_{z}^{\beta_{1}} \tilde{X}_{z}^{\beta_{2}}\left(X_{x}^{\beta_{o}} \tilde{q}_{\alpha}(z) \kappa_{x}(z)\right)\right| \leq C \sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, a, b, c} \ln |z| .
$$

In both estimates, if $\beta_{1}=0$ then we may replace the seminorm $\|\cdot\|_{S_{\rho, \delta}^{m}, a, b, c}$ with a seminorm $\|\cdot\|_{S_{\rho, \delta}^{m, R}, a, b}$ given in (5.37).

During the proof of Proposition 5.4.6, we will need the following technical lemma which is of interest on its own.

Lemma 5.4.7. Let $\sigma=\{\sigma(x, \pi)\}$ be in $S_{\rho, \delta}^{m}$ with $1 \geq \rho \geq \delta \geq 0$. Let $\eta \in \mathcal{D}(\mathbb{R})$ and $c_{o}>0$. We also fix a positive Rockland operator $\mathcal{R}$ of homogeneous degree $\nu$ with corresponding seminorms for the symbol classes $S_{\rho, \delta}^{m}$.

Then for any $\ell \in \mathbb{N}_{0}$, the symbols given by

$$
\sigma_{L, \ell}(x, \pi):=\eta\left(2^{-\ell c_{o}} \pi(\mathcal{R})\right) \sigma(x, \pi) \quad \text { and } \quad \sigma_{R, \ell}(x, \pi):=\sigma(x, \pi) \eta\left(2^{-\ell c_{o}} \pi(\mathcal{R})\right)
$$

are in $S^{-\infty}$. Moreover, for any $m_{1} \in \mathbb{R}$ and $a, b, c \in \mathbb{N}_{0}$, there exists a constant $C=C_{m, m_{1}, \rho, \delta, a, b, c, \eta, c_{o}}>0$ such that for any $\ell \in \mathbb{N}_{0}$ we have

$$
\left\|\sigma_{L, \ell}(x, \pi)\right\|_{S_{\rho, \delta}^{m_{1}}, a, b, c} \leq C \sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, a, b, c} 2^{\ell \frac{c_{o}}{\nu}\left(m-m_{1}\right)}
$$

The same holds for $\sigma_{R, \ell}(x, \pi)$, but with a possibly different seminorm on the right hand side.

Only for $\sigma_{R, \ell}(x, \pi)$, we also have for the seminorm $\|\cdot\|_{S_{\rho, \delta}^{m, R}, a, b}$ given in (5.37), the estimate

$$
\left\|\sigma_{R, \ell}(x, \pi)\right\|_{S_{\rho, \delta}^{m_{1}, R}, a, b} \leq C \sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m, R}, a, b} 2^{\ell \frac{c_{o}}{\nu}\left(m-m_{1}\right)}
$$

Proof of Lemma 5.4.7. For each $\ell \in \mathbb{N}_{0}$, the symbol $\eta\left(2^{-\ell c_{o}} \pi(\mathcal{R})\right)$ is in $S^{-\infty}$ by Proposition 5.3.4. Therefore, by Theorem 5.2.22 (ii) and the inclusions (5.31), $\sigma_{L, \ell}$ and $\sigma_{R, \ell}$ are in $S^{-\infty}$.

Let us fix $\alpha_{o}, \beta_{o} \in \mathbb{N}_{0}^{n}$ and $\gamma \in \mathbb{R}$. By the Leibniz formula (see (5.28)),

$$
\begin{aligned}
& \pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{o}\right]-m_{1}-\delta\left[\beta_{o}\right]+\gamma}{\nu}} X_{x}^{\beta_{o}} \Delta^{\alpha_{o}} \sigma_{L, \ell} \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}} \\
& =\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{o}\right]-m_{1}-\delta\left[\beta_{o}\right]+\gamma}{\nu}} X_{x}^{\beta_{o}} \Delta^{\alpha_{o}}\left\{\eta\left(2^{-\ell c_{o}} \pi(\mathcal{R})\right) \sigma(x, \pi)\right\} \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}} \\
& =\sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=\left[\alpha_{o}\right]} c_{\alpha_{1}, \alpha_{2}} \pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{o}\right]-m_{1}-\delta\left[\beta_{o}\right]+\gamma}{\nu}} \Delta^{\alpha_{1}} \eta\left(2^{-\ell c_{o}} \pi(\mathcal{R})\right) \\
& \quad X_{x}^{\beta_{o}} \Delta^{\alpha_{2}} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}
\end{aligned}
$$

Therefore, taking the operator norm, we obtain

$$
\begin{aligned}
& \left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{o}\right]-m_{1}-\delta\left[\beta_{o}\right]+\gamma}{\nu}} X_{x}^{\beta_{o}} \Delta^{\alpha_{o}} \sigma_{L, \ell} \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\| \\
& \leq C \sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=\left[\alpha_{o}\right]}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{o}\right]-m_{1}-\delta\left[\beta_{o}\right]+\gamma}{\nu}} \Delta^{\alpha_{1}} \eta\left(2^{-\ell c_{o}} \pi(\mathcal{R})\right) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\rho\left[\alpha_{2}\right]-m-\delta\left[\beta_{o}\right]+\gamma}{\nu}}\right\| \\
& \leq C\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m},\left[\alpha_{o}\right],\left[\beta_{o}\right],|\gamma|}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{2}\right]-m-\delta\left[\beta_{o}\right]+\gamma}{\nu}} X_{x}^{\beta_{o}} \Delta^{\alpha_{2}} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\| \\
& \quad \sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=\left[\alpha_{o}\right]}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{o}\right]-m_{1}-\delta\left[\beta_{o}\right]+\gamma}{\nu}} \Delta^{\alpha_{1}} \eta\left(2^{-\ell c_{o}} \pi(\mathcal{R})\right) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\rho\left[\alpha_{2}\right]-m-\delta\left[\beta_{o}\right]+\gamma}{\nu}}\right\| .
\end{aligned}
$$

By Proposition 5.3.4,

$$
\begin{aligned}
& \| \pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{o}\right]-m_{1}-\delta\left[\beta_{o}\right]+\gamma}{\nu}} \Delta^{\alpha_{1}} \eta\left(2^{-\ell c_{o}} \pi(\mathcal{R})\right) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\rho\left[\alpha_{2}\right]-m-\delta\left[\beta_{o}\right]+\gamma}{\nu}} \| \\
& \leq C\left\|\eta\left(2^{-\ell c_{o}}\right)\right\|_{\mathcal{M}_{\frac{m_{2}}{\nu}}, k}
\end{aligned}
$$

for some $k$, where $m_{2}$ is such that

$$
\left[\alpha_{1}\right]-m_{2}=\rho\left[\alpha_{o}\right]-m_{1}-\delta\left[\beta_{o}\right]+\gamma-\left(\rho\left[\alpha_{2}\right]-m-\delta\left[\beta_{o}\right]+\gamma\right)
$$

that is,

$$
m_{2}=m_{1}-m+\left[\alpha_{1}\right](1-\rho)
$$

Now, we can estimate

$$
\begin{aligned}
\left\|\eta\left(2^{-\ell c_{o}} \cdot\right)\right\|_{\mathcal{M}_{\frac{m_{2}}{\nu}}, k} & =\sup _{\lambda>0, k^{\prime}=0, \ldots, k}(1+\lambda)^{k^{\prime}-\frac{m_{2}}{\nu}} \partial_{\lambda}^{k^{\prime}}\left(\eta\left(2^{-\ell c_{o}} \lambda\right)\right) \\
& =\sup _{\lambda>0, k^{\prime}=0, \ldots, k}(1+\lambda)^{k^{\prime}-\frac{m_{2}}{\nu}} 2^{-\ell c_{o} k^{\prime}}\left(\partial^{k^{\prime}} \eta\right)\left(2^{-\ell c_{o}} \lambda\right) \\
& \leq C 2^{-\ell c_{o} \frac{m_{2}}{\nu}}
\end{aligned}
$$

Therefore,

$$
\begin{gathered}
\sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=\left[\alpha_{o}\right]}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho[\alpha]-m_{1}+\gamma}{\nu}} \Delta^{\alpha_{1}} \eta\left(2^{-\ell c_{o}} \pi(\mathcal{L})\right) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\rho\left[\alpha_{2}\right]-m-\delta\left[\beta_{o}\right]+\gamma}{\nu}}\right\| \\
\leq C \sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=\left[\alpha_{o}\right]} 2^{-\ell c_{o} \frac{m_{1}-m+\left[\alpha_{1}\right](1-\rho)}{\nu}} \leq C 2^{-\ell c_{o} \frac{m_{1}-m}{\nu}},
\end{gathered}
$$

and we have shown that

$$
\begin{aligned}
& \left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{o}\right]-m_{1}-\delta\left[\beta_{o}\right]+\gamma}{\nu}} X_{x}^{\beta_{o}} \Delta^{\alpha_{o}} \sigma_{L, \ell} \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\| \\
& \quad \leq C_{\alpha_{o}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m},\left[\alpha_{o}\right],\left[\beta_{o}\right],|\gamma|} 2^{-\ell c_{o} \frac{m_{1}-m}{\nu}} .
\end{aligned}
$$

The desired property for $\sigma_{L, \ell}$ follows easily. The property for $\sigma_{R, \ell}$ may be obtained by similar methods and its proof is left to the reader.

Proof of Proposition 5.4.6. By Theorem 5.2.22 (i) Parts (3) and (2), and Corollary 5.2 .25 , it suffices to show the statement for $\alpha=\beta_{1}=\beta_{2}=\beta_{o}=0$. By equivalence of homogeneous quasi-norms (Proposition 3.1.35), we may assume that the homogeneous quasi-norm is $|\cdot|_{p}$ given by (3.21) where $p>0$ is such that $p / 2$ is the smallest positive integer divisible by all the weights $v_{1}, \ldots, v_{n}$. Since $\kappa_{x}$ decays faster than any polynomial away from the origin (more precisely see Proposition 5.4.4), it suffices to prove the result for $|z|_{p}<1$.

So let $\sigma \in S_{\rho, \delta}^{m}$ with $Q+m \geq 0$. By Lemma 5.4 .11 (to be shown in Section 5.4.2) we may assume that the kernel $\kappa:(x, y) \mapsto \kappa_{x}(y)$ of $\sigma$ is smooth on $G \times G$ and compactly supported in $x$. By Proposition 5.4.4 it is also Schwartz in $y$.

We fix a positive Rockland operator $\mathcal{R}$ of homogeneous degree $\nu$ and a dyadic decomposition of its spectrum: we choose two functions $\eta_{0}, \eta_{1} \in \mathcal{D}(\mathbb{R})$ supported in $[-1,1]$ and $[1 / 2,2]$, respectively, both valued in $[0,1]$ and satisfying

$$
\forall \lambda>0 \quad \sum_{\ell=0}^{\infty} \eta_{\ell}(\lambda)=1,
$$

where for $\ell \in \mathbb{N}$ we set

$$
\eta_{\ell}(\lambda):=\eta_{1}\left(2^{-(\ell-1) \nu} \lambda\right) .
$$

For each $\ell \in \mathbb{N}_{0}$, the symbol $\eta_{\ell}(\pi(\mathcal{R}))$ is in $S^{-\infty}$ by Proposition 5.3.4 and its kernel $\eta_{\ell}(\mathcal{R}) \delta_{0}$ is Schwartz by Corollary 4.5.2. Furthermore, by the functional calculus, $\sum_{\ell=0}^{N} \eta_{\ell}(\mathcal{R})$ converges in the strong operator topology of $\mathscr{L}\left(L^{2}(G)\right)$ to the identity operator I as $N \rightarrow \infty$, and thus $\sum_{\ell=0}^{N} \eta_{\ell}(\mathcal{R}) \delta_{0}$ converges in $\mathcal{K}(G)$ and in $\mathcal{S}^{\prime}(G)$ to the Dirac measure $\delta_{0}$ at the origin as $N \rightarrow \infty$.

By Theorem 5.2.22 (ii), the symbol $\sigma_{\ell}$ given by

$$
\sigma_{\ell}(x, \pi):=\sigma(x, \pi) \eta_{\ell}(\pi(\mathcal{R})), \quad(x, \pi) \in G \times \widehat{G}
$$

is in $S^{-\infty}$. The kernel associated with $\sigma_{\ell}$ is $\kappa_{\ell}$ given by

$$
\kappa_{\ell}(x, y)=\kappa_{\ell, x}(y)=\left(\eta_{\ell}(\mathcal{R}) \delta_{0}\right) * \kappa_{x}(y)
$$

For each $x$, we have $\kappa_{\ell, x} \in \mathcal{S}(G)$. The sum $\sum_{\ell=0}^{N} \kappa_{\ell, x}$ converges in $\mathcal{S}^{\prime}(G)$ to $\kappa_{x}$ as $N \rightarrow \infty$ since

$$
\sum_{\ell=0}^{N} \operatorname{Op}\left(\sigma_{\ell}(x, \cdot)\right)=\operatorname{Op}(\sigma(x, \cdot)) \sum_{\ell=0}^{N} \eta_{\ell}(\mathcal{R})
$$

converges to $\mathrm{Op}(\sigma(x, \cdot))$ in the strong operator topology of $\mathscr{L}\left(L^{2}(G), L_{-m}^{2}(G)\right)$. This convergence is in fact stronger. Indeed, by Lemma 5.4.7,

$$
\left\|\sigma_{\ell}\right\|_{S_{\rho, \delta}^{m_{1}}, a, b, c} \leq C \sup _{\pi \in \widehat{G}}\|\sigma\|_{S_{\rho, \delta}^{m}, a^{\prime}, b^{\prime}, c^{\prime}} 2^{\ell\left(m-m_{1}\right)}
$$

thus

$$
\sum_{\ell \in \mathbb{N}}\left\|\sigma_{\ell}\right\|_{S_{\rho, \delta}^{m_{1}}, a, b, c}<\infty
$$

if $m_{1}>m$. Consequently, the sum $\sum_{\ell} \sigma_{\ell}$ is convergent in $S_{\rho, \delta}^{m_{1}}$ and, fixing $x \in G$, the sum $\sum_{\ell} \sup _{z \in S}\left|\kappa_{\ell, x}(z)\right|$ is convergent where $S$ is any compact subset of $G \backslash\{0\}$ by Proposition 5.4.4 or more precisely the first part in Remark 5.4.5. Necessarily, the limit of $\sum_{\ell} \sigma_{\ell}$ is $\sigma$ and the limit of $\sum_{\ell} \kappa_{\ell, x}$ for the uniform convergence on any compact subset of $G \backslash\{0\}$ is $\kappa_{x}$ with

$$
\left|\kappa_{x}(z)\right| \leq \sum_{\ell=0}^{\infty}\left|\kappa_{\ell, x}(z)\right|, \quad z \in G \backslash\{0\}
$$

By Corollary 5.4.3 (2), for any $m_{1}<-Q$ and $r \in \mathbb{N}_{0}$, we have

$$
\begin{align*}
\sup _{z \in G}|z|_{p}^{p r}\left|\kappa_{\ell, x}(z)\right| & \leq C \sum_{[\alpha]=p r} \sup _{\pi \in \widehat{G}}\left\|\Delta^{\alpha} \sigma_{\ell}(x, \pi)\right\|_{S_{\rho, \delta}^{m_{1}, 0,0,0}} \\
& \leq C c_{\sigma, r} 2^{\ell\left(m-m_{1}-\rho p r\right)} \tag{5.39}
\end{align*}
$$

by Lemma 5.4.7 and its proof, with $c_{\sigma, r}:=\sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, p r, 0,0}$.
We write $|z|_{p} \sim 2^{-\ell_{o}}$ in the sense that $\ell_{o} \in \mathbb{N}_{0}$ is the only integer satisfying $|z|_{p} \in\left(2^{-\left(\ell_{o}+1\right)}, 2^{-\ell_{o}}\right]$.

Let us assume that $Q+m>0$. We use (5.39) with $r=0$ and $m_{1}$ such that $m-m_{1}=(Q+m) / \rho$. In particular,

$$
m_{1}=m\left(1-\frac{1}{\rho}\right)-\frac{Q}{\rho}<-Q
$$

The sum over $\ell=0, \ldots, \ell_{o}-1$, can be estimated as

$$
\begin{aligned}
\sum_{\ell=0}^{\ell_{o}-1}\left|\kappa_{\ell, x}(z)\right| & \leq \sum_{\ell=0}^{\ell_{o}-1} C c_{\sigma, 0} 2^{\ell\left(m-m_{1}\right)} \leq c_{\sigma, 0} 2^{\ell_{o}\left(m-m_{1}\right)} \\
& \leq C c_{\sigma, 0}|z|_{p}^{-\frac{Q+m}{\rho}}
\end{aligned}
$$

We now choose $r \in \mathbb{N}$ and $m_{1}<-Q$ such that

$$
m-m_{1}-\rho p r<0 \quad \text { and } \quad \operatorname{pr}(1-\rho)+m-m_{1}=\frac{Q+m}{\rho}
$$

More precisely, we set $r:=\lceil(m+Q) /(\rho p)\rceil$, that is, $r$ is the largest integer strictly greater than $(m+Q) /(\rho p)$, while $m_{1}$ is defined by the equality just above; in particular,

$$
m-m_{1}>\frac{Q+m}{\rho}-(1-\rho) \frac{Q+m}{\rho} \text { thus } m_{1}<-Q
$$

We may use (5.39) and sum over $\ell=\ell_{o}, \ell_{o}+1 \ldots$, to get

$$
\sum_{\ell=\ell_{o}}^{\infty}|z|_{p}^{p r}\left|\kappa_{\ell, x}(z)\right| \leq C c_{\sigma, r} \sum_{\ell=\ell_{o}}^{\infty} 2^{\ell\left(m-m_{1}-\rho p r\right)} \leq C c_{\sigma, r} 2^{\ell_{o}\left(m-m_{1}-\rho p r\right)}
$$

Therefore, we obtain

$$
\begin{aligned}
\sum_{\ell=\ell_{o}}^{\infty}\left|\kappa_{\ell, x}(z)\right| & \leq C c_{\sigma, r} 2^{\ell_{o}\left(m-m_{1}-\rho p r\right)}|z|_{p}^{-p r} \\
& \leq C c_{\sigma, r}|z|_{p}^{-p r-\left(m-m_{1}-\rho p r\right)}=C c_{\sigma, r}|z|_{p}^{-\frac{Q+m}{\rho}}
\end{aligned}
$$

This yields the desired estimate for $\kappa_{x}$ when $Q+m<0$.
Let us assume that $Q+m=0$. Using (5.39) with $r=0$ and $m_{1}=-m$, we obtain

$$
\begin{aligned}
\sum_{\ell=0}^{\ell_{o}-1}\left|\kappa_{\ell, x}(z)\right| & \leq \sum_{\ell=0}^{\ell_{o}-1} C c_{\sigma, 0} 2^{\ell\left(m-m_{1}\right)} \leq c_{\sigma, 0} \ell_{o} \\
& \leq C c_{\sigma, 0} \ln |z|_{p}
\end{aligned}
$$

Proceeding as above for the sum over $\ell \geq \ell_{o}$, we obtain that $\sum_{\ell=\ell_{o}}^{\infty}\left|\kappa_{\ell, x}(z)\right|$ is bounded. This yields the desired estimate for $\kappa_{x}$ in the case $Q+m=0$.

Remark 5.4.8. It is possible to obtain a concrete expression for the numbers $a, b, c$ appearing in Proposition 5.4.6, in terms of $m, \rho, \delta, \alpha, \beta_{1}, \beta_{2}, \beta_{o}$ and of $Q$.

### 5.4.2 Smoothing operators and symbols

The kernel estimates obtained in Section 5.4.1 allow us to characterise smoothing operators in terms of their kernels. Moreover they also imply that the operators in $\Psi^{-\infty}$ map the tempered distribution to smooth functions and enable the construction of sequences of smoothing operators converging in $\Psi_{\rho, \delta}^{m}$

Theorem 5.4.9. 1. If $T \in \Psi^{-\infty}$, then its associated kernel $\kappa:(x, y) \mapsto \kappa_{x}(y)$ is a smooth function on $G \times G$ such that for each $x \in G, y \mapsto \kappa_{x}(y)$ is Schwartz. Moreover, for each multi-index $\beta \in \mathbb{N}_{0}^{n}$ and each Schwartz seminorm \|. $\|_{\mathcal{S}(G), N}$, there exist a constant $C>0$ and a seminorm $\|\cdot\|_{S^{m}, a, b, c}$ (both independent of $T$ ) such that

$$
\sup _{x \in G}\left\|X_{x}^{\beta} \kappa_{x}\right\|_{\mathcal{S}(G), N} \leq C\|\sigma\|_{S^{m}, a, b, c}
$$

The converse is true, see Lemma 5.2.21.
2. If $T \in \Psi^{-\infty}$, then $T$ extends to a continuous mapping from $\mathcal{S}^{\prime}(G)$ to $C^{\infty}(G)$ via

$$
T f(x)=f * \kappa_{x}(x)
$$

where $f \in \mathcal{S}^{\prime}(G), x \in G$, and $\kappa_{x}$ is the kernel associated with $T$.
Furthermore, for any compact subset $K \subset G$ and any multi-index $\beta \in$ $\mathbb{N}_{0}^{n}$, there exists a constant $C>0$ and a seminorm $\|\cdot\|_{\mathcal{S}^{\prime}(G), N}$ such that

$$
\sup _{x \in K}\left|\partial^{\beta} T f(x)\right| \leq C\|f\|_{\mathcal{S}^{\prime}(G), N}
$$

Moreover $C$ can be chosen as $C_{1}\|\sigma\|_{S^{m}, a, b, c}$, and $C_{1}>0$ and $N$ can be chosen independently of $f$ and $T$.

Part 1 may be rephrased as stating that the map between the smoothing operators and their associated kernels is a Fréchet isomorphism between $\Psi^{-\infty}$ and the space $C_{b}^{\infty}(G, \mathcal{S}(G))$ of functions $\kappa \in C^{\infty}(G \times G)$ satisfying

$$
\sup _{x \in G}\left\|X_{x}^{\beta} \kappa_{x}\right\|_{\mathcal{S}(G), N}<\infty
$$

Here $C_{b}^{\infty}(G, \mathcal{S}(G))$ is endowed with the Fréchet structure given via the seminorms

$$
\kappa \longmapsto \max _{[\beta] \leq N} \sup _{x \in G}\left\|X_{x}^{\beta} \kappa_{x}\right\|_{\mathcal{S}(G), N}<\infty, \quad N \in \mathbb{N}_{0}
$$

Part 2 may be rephrased as stating that the mapping $T \mapsto T$ from $\Psi^{-\infty}$ to the space $\mathscr{L}\left(\mathcal{S}^{\prime}(G), C^{\infty}(G)\right)$ of linear continuous mappings from $\mathcal{S}^{\prime}(G)$ to $C^{\infty}(G)$ is continuous (it is clearly linear).

Proof. Part 1 follows easily from Theorem 5.4.1 and Remark 5.4.2. By Lemma 3.1.55, for any tempered distribution $f \in \mathcal{S}^{\prime}(G)$, the function $f * \kappa_{x}$ is smooth on $G$ and the function $x \mapsto f * \kappa_{x}(x)$ is smooth on $G$. Hence $T$ extends to $\mathcal{S}^{\prime}(G)$ and $T f \in C^{\infty}$ if $f \in \mathcal{S}^{\prime}(G)$.

Note that Lemma 3.1.55 also implies the existence of a positive constant $C$ and $N \in \mathbb{N}_{0}$ such that

$$
\left|f * \kappa_{x}(z)\right| \leq C(1+|z|)^{N}\|f\|_{\mathcal{S}^{\prime}(G), N}\left\|\kappa_{x}\right\|_{\mathcal{S}(G), N}
$$

Using the Leibniz property for vector fields, one checks easily that for any multi-index $\beta \in \mathbb{N}_{0}^{n}$, we have

$$
X^{\beta}(T f)(x)=\sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right]=[\beta]} c_{\beta, \beta_{1}, \beta_{2}} X_{x_{1}=x}^{\beta_{1}}\left(f * X_{x_{2}=x}^{\beta_{2}} \kappa_{x_{2}}\right)\left(x_{1}\right) .
$$

Thus, proceeding as above, passing from left derivatives to the right, and using Lemma 3.1.55, we get

$$
\begin{aligned}
\left|X^{\beta}(T f)(x)\right| & \leq C \sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right]=[\beta]}(1+|x|)^{\left[\beta_{1}\right]} \mid\left(\tilde{X}_{x_{1}=x}^{\beta_{1}}\left(f *\left(X_{x_{2}=x}^{\beta_{2}} \kappa_{x_{2}}\right)\right)\left(x_{1}\right) \mid\right. \\
& \leq C \sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right]=[\beta]}(1+|x|)^{\left[\beta_{1}\right]}\left|\left(\tilde{X}_{x_{1}=x}^{\beta_{1}} f\right) *\left(X_{x_{2}=x}^{\beta_{2}} \kappa_{x_{2}}\right)\left(x_{1}\right)\right| \\
& \leq C \sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right]=[\beta]}(1+|x|)^{\left[\beta_{1}\right]+N}\left\|\tilde{X}^{\beta_{1}} f\right\|_{\mathcal{S}^{\prime}(G), N}\left\|X_{x_{2}=x}^{\beta_{2}} \kappa_{x_{2}}\right\|_{\mathcal{S}(G), N} \\
& \leq C(1+|x|)^{N_{2}}\|f\|_{\mathcal{S}^{\prime}(G), N_{1}}\left\|X_{x_{2}=x}^{\beta_{2}} \kappa_{x_{2}}\right\|_{\mathcal{S}(G), N}
\end{aligned}
$$

with a new constant $C>0$ and integers $N_{2}, N_{1}, N \in \mathbb{N}_{0}$. This shows that $f \mapsto T f$ is continuous from $\mathcal{S}^{\prime}(G)$ to $C^{\infty}(G)$.

Using Part 1, the inequality above also shows the continuity of $T \mapsto T$ from $\Psi^{-\infty}$ to the space of continuous mappings from $\mathcal{S}^{\prime}(G)$ to $C^{\infty}(G)$. This concludes the proof of Theorem 5.4.9.

Using the stability of taking the adjoint, reasoning by duality from Part 2 of Theorem 5.4.9, will yield the fact that smoothing operators map distributions with compact support to Schwartz functions, see Corollary 5.5.13.

Note that the proof of Part 2 of Theorem 5.4.9 yields the more precise result:
Corollary 5.4.10. If $T \in \Psi^{-\infty}$ and $f \in \mathcal{S}^{\prime}(G)$, then $T f$ is smooth and all its left-derivatives $X^{\beta} T f, \beta \in \mathbb{N}_{0}^{n}$, have polynomial growth. More precisely, for any multi-index $\beta \in \mathbb{N}_{0}^{n}$, there exist a constant $C>0$, and integer $M \in \mathbb{N}_{0}$ and a seminorm $\|\cdot\|_{\mathcal{S}^{\prime}(G), N}$ such that

$$
\left|X^{\beta} T f(x)\right| \leq C(1+|x|)^{M}\|f\|_{\mathcal{S}^{\prime}(G), N} .
$$

Moreover $C$ can be chosen as $C_{1}\|\sigma\|_{S^{m}, a, b, c}$, and $C_{1}>0$ and $N, M$ can be chosen independently of $f$ and $T$.

### 5.4.3 Pseudo-differential operators as limits of smoothing operators

In the proof of Lemma 5.1.42, for a given symbol $\sigma$, we constructed a sequence of symbols $\sigma_{\epsilon}$ such that $\operatorname{Op}\left(\sigma_{\epsilon}\right)$ is a sequence of 'nice operators' converging towards $\mathrm{Op}(\sigma)$ in a certain sense. If we assume that $\sigma \in S_{\rho, \delta}^{m}$, then we can construct
a sequence of smoothing operators with a convergence in $\Psi_{\rho, \delta}^{m}$ described in the next lemma and its corollary. These operators are therefore 'nice' since they have Schwartz associated kernels in the sense of Theorem 5.4.9.

Lemma 5.4.11. Let $1 \geq \rho \geq \delta \geq 0$. If $\sigma=\{\sigma(x, \pi)\}$ is in $S_{\rho, \delta}^{m}$, then we can construct a family $\sigma_{\epsilon}=\left\{\sigma_{\epsilon}(x, \pi)\right\}, \epsilon>0$, in $S^{-\infty}$, satisfying the following properties:

1. For each $\epsilon>0$, the $x$-support of each $\sigma_{\epsilon}$ is compact, or in other words, the function $x \mapsto \sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}$ is zero outside a compact set in $G$. Hence the kernel $\kappa_{\epsilon}:(x, y) \mapsto \kappa_{\epsilon, x}(y)$ associated with each symbol $\sigma_{\epsilon}$ is Schwartz on $G \times G$ and compactly supported in $x$.
2. For any seminorm $\|\cdot\|_{S_{\rho, \delta}^{m_{1}}, a, b, c}$, there exist a constant $C=C_{a, b, c, m, m_{1} \rho, \delta}>0$ such that

$$
\forall \epsilon \in(0,1) \quad\left\|\sigma_{\epsilon}\right\|_{S_{\rho, \delta}^{m_{1}}, a, b, c} \leq C\|\sigma\|_{S_{\rho, \delta}^{m}, a, b, c} \epsilon^{\frac{m_{1}-m}{\nu}},
$$

and when $m \leq m_{1}$,

$$
\forall \epsilon \in(0,1) \quad\left\|\sigma_{\epsilon}-\sigma\right\|_{S_{\rho, \delta}^{m_{1}}, a, b, c} \leq C\|\sigma\|_{S_{\rho, \delta}^{m}, a, b, c+\rho a} \epsilon^{\frac{m_{1}-m}{\nu}} .
$$

Here $\nu$ is the degree of homogeneity of the positive Rockland operator used to define the seminorms.

Consequently, when $m<m_{1}$, the convergence $\sigma_{\epsilon} \rightarrow \sigma$ as $\epsilon \rightarrow 0$ holds in $S_{\rho, \delta}^{m_{1}}$.
3. If $\phi \in \mathcal{S}(G)$ then $\operatorname{Op}\left(\sigma_{\epsilon}\right) \phi \in \mathcal{D}(G)$ and the convergence

$$
\mathrm{Op}\left(\sigma_{\epsilon}\right) \phi \underset{\epsilon \rightarrow 0}{\longrightarrow} \mathrm{Op}(\sigma) \phi
$$

holds uniformly on any compact subset of $G$ and also in $\mathcal{S}(G)$.
Remark 5.4.12. As the construction will show, the symbols $\sigma_{\epsilon}$ are constructed independently of the order $m \in \mathbb{R}$.

Proof of Lemma 5.4.11. We consider the function $\chi_{\epsilon}$ on $G$ constructed in Lemma 5.1.42. Let $\eta \in \mathcal{D}(\mathbb{R})$ be such that $\eta \equiv 1$ on $[0,1]$. Let $\mathcal{R}$ be a positive Rockland operator. Let $\sigma \in S_{\rho, \delta}^{m}$. We set

$$
\sigma_{\epsilon}(x, \pi)=\chi_{\epsilon}(x) \sigma(x, \pi) \eta(\epsilon \pi(\mathcal{R}))
$$

Arguing as in Lemma 5.4.7 and its proof yields that

$$
\{\sigma(x, \pi) \eta(\epsilon \pi(\mathcal{R})),(x, \pi) \in G \times \widehat{G}\}
$$

is in $S^{-\infty}$. Moreover, for any $m_{1} \in \mathbb{R}$ and $a, b, c \in \mathbb{N}_{0}$, there exists a constant $C=C_{m, m_{1}, \rho, \delta, a, b, c, \eta}>0$ such that for any $\ell \in \mathbb{N}_{0}$ we have

$$
\|\sigma(x, \pi) \eta(\epsilon \pi(\mathcal{R}))\|_{S_{\rho, \delta}^{m_{1}}, a, b, c} \leq C \sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, a, b, c} \epsilon^{\frac{m_{1}-m}{\nu}}
$$

From this, it is clear that Property (1) and the first estimate in Property (2) hold.
Let us prove the second estimate in Property (2). We notice that

$$
\begin{aligned}
& \left\|\pi(\mathrm{I}+\mathcal{R})^{-\frac{m_{1}}{\nu}}(\sigma(x, \pi) \eta(\epsilon \pi(\mathcal{R}))-\sigma(x, \pi))\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& =\left\|\pi(\mathrm{I}+\mathcal{R})^{-\frac{m_{1}}{\nu}} \sigma(x, \pi)(\eta(\epsilon \pi(\mathcal{R}))-\mathrm{I})\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \leq\left\|\pi(\mathrm{I}+\mathcal{R})^{-\frac{m_{1}}{\nu}} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{\frac{m_{1}-m}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \|\left.\pi(\mathrm{I}+\mathcal{R})^{\frac{m-m_{1}}{\nu}}(\eta(\epsilon \pi(\mathcal{R}))-\mathrm{I})\right|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}
\end{aligned}
$$

and the spectral calculus properties (cf. Corollary 4.1.16) imply

$$
\begin{aligned}
& \sup _{\pi \in \widehat{G}}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m-m_{1}}{\nu}}(\eta(\epsilon \pi(\mathcal{R}))-\mathrm{I})\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& =\left\|(\mathrm{I}+\mathcal{R})^{\frac{m-m_{1}}{\nu}}(\eta(\epsilon \mathcal{R})-\mathrm{I})\right\|_{\mathscr{L}\left(L^{2}(G)\right)} \leq \sup _{\lambda>0}(1+\lambda)^{\frac{m-m_{1}}{\nu}}|\eta(\epsilon \lambda)-1|
\end{aligned}
$$

One checks easily that

$$
\begin{aligned}
\sup _{\lambda>0}(1+\lambda)^{\frac{m-m_{1}}{\nu}}|\eta(\epsilon \lambda)-1| & \leq\|\eta-1\|_{\infty} \sup _{\lambda>\epsilon^{-1}}(1+\lambda)^{\frac{m-m_{1}}{\nu}} \\
& \leq t\left(1+\epsilon^{-1}\right)^{\frac{m-m_{1}}{\nu}} \leq C \epsilon^{\frac{m_{1}-m}{\nu}},
\end{aligned}
$$

provided that $m-m_{1} \leq 0$. Hence

$$
\begin{aligned}
\sup _{(x, \pi) \in G \times \widehat{G}}\left\|\pi(\mathrm{I}+\mathcal{R})^{-\frac{m_{1}}{\nu}}(\sigma(x, \pi) \eta(\epsilon \pi(\mathcal{R}))-\sigma(x, \pi))\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
\leq C\|\sigma\|_{S_{\rho, \delta}^{m}, 0,0,\left|m_{1}-m\right|} \epsilon^{\frac{m_{1}-m}{\nu}}
\end{aligned}
$$

More generally, we can introduce derivatives in $x$ and difference operators and use the Leibniz properties (cf. Proposition 5.2.10):

$$
\begin{aligned}
X_{x}^{\beta} \Delta^{\alpha} & (\sigma(x, \pi) \eta(\epsilon \pi(\mathcal{R}))-\sigma(x, \pi)) \\
= & \sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]} c_{\alpha, \alpha_{1}, \alpha_{2}} X_{x}^{\beta} \Delta^{\alpha_{1}} \sigma(x, \pi) \quad \Delta^{\alpha_{2}}(\eta(\epsilon \pi(\mathcal{R}))-\mathrm{I}),
\end{aligned}
$$

so that the quantity

$$
\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{-m_{1}+\rho[\alpha]-\delta[\beta]-\gamma}{\nu}} X_{x}^{\beta} \Delta^{\alpha}(\sigma(x, \pi) \eta(\epsilon \pi(\mathcal{R}))-\sigma(x, \pi)) \pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}
$$

is, up to a constant, less or equal to the sum over $\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]$ of

$$
\begin{aligned}
& \left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{-m_{1}+\rho[\alpha]-\delta[\beta]-\gamma}{\nu}} X_{x}^{\beta} \Delta^{\alpha_{1}} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{\frac{m_{1}-m-\rho\left[\alpha_{2}\right]+\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \times\left\|\pi(\mathrm{I}+\mathcal{R})^{-\frac{m_{1}-m-\rho\left[\alpha_{2}\right]+\gamma}{\nu}} \Delta^{\alpha_{2}}(\eta(\epsilon \pi(\mathcal{R}))-\mathrm{I}) \pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} .
\end{aligned}
$$

Applying Proposition 5.3.4, we obtain

$$
\left\|\pi(\mathrm{I}+\mathcal{R})^{-\frac{m_{1}-m-\rho\left[\alpha_{2}\right]+\gamma}{\nu}} \Delta^{\alpha_{2}}(\eta(\epsilon \pi(\mathcal{R}))-\mathrm{I}) \pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \leq C \epsilon^{\frac{m-m_{1}}{\nu}}
$$

Collecting the estimates and taking the supremum over $[\alpha] \leq a,[\beta] \leq b,|\gamma| \leq$ $c$ yield the second estimate in Property (2).

Property (3) follows from Property (2) and the continuity of $\sigma \mapsto \operatorname{Op}(\sigma)$ from $S_{\rho, \delta}^{m_{1}}$ to $\mathscr{L}(\mathcal{S}(G))$, see Theorem 5.2.15.

Keeping the notation of Lemma 5.4.11, we can also show that the kernels $\kappa_{\epsilon}$ converge in some sense towards the kernel of $\sigma$. In order to make this more precise, let us define the space $C_{b}^{\infty}\left(G, \mathcal{S}^{\prime}(G)\right)$ as the space of functions $x \mapsto \kappa_{x} \in \mathcal{S}^{\prime}(G)$ such that for each $x \in G, y \mapsto \kappa_{x}(y)$ is a tempered distribution and, for any $\beta \in \mathbb{N}_{0}^{n}$, the map $x \mapsto X_{x}^{\beta} \kappa_{x}$ is continuous and bounded on $G$. This definition is motivated by the following property:
Lemma 5.4.13. If $\sigma \in S_{\rho, \delta}^{m}$ then its associated kernel $\kappa=\kappa^{(\sigma)}$ is in $C_{b}^{\infty}\left(G, \mathcal{S}^{\prime}(G)\right)$ defined above. Furthermore, the map

$$
\sigma \mapsto \kappa^{(\sigma)}
$$

from $S_{\rho, \delta}^{m}$ to $C_{b}^{\infty}\left(G, \mathcal{S}^{\prime}(G)\right)$ is continuous.
Naturally, we have endowed $C_{b}^{\infty}\left(G, \mathcal{S}^{\prime}(G)\right)$ with the structure of Fréchet space given by the seminorms

$$
\kappa \longmapsto \max _{[\beta] \leq N} \sup _{x \in G}\left\|X_{x}^{\beta} \kappa_{x}\right\|_{\mathcal{S}^{\prime}(G), N}, \quad N \in \mathbb{N}_{0}
$$

Proof of Lemma 5.4.13. By Lemma 5.1.35, if $\sigma$ is a symbol then its kernel is in $C^{\infty}\left(G, \mathcal{S}^{\prime}(G)\right)$. Adapting slightly its proof yields

$$
\sup _{x \in G}\left\|X_{x}^{\beta} \kappa_{x}\right\|_{\mathcal{S}^{\prime}(G)} \leq C \sup _{x \in G}\left\|X_{x}^{\beta} \sigma(x, \cdot)\right\|_{L_{0,-m-\delta[\beta]}^{\infty}(\widehat{G})}
$$

As the inverse Fourier transform is one-to-one and continuous from $L_{0,-m-\delta[\beta]}^{\infty}(\widehat{G})$ to $\mathcal{S}^{\prime}(G)$, this shows the continuity of the map $\sigma \mapsto \kappa^{(\sigma)}$ from $S_{\rho, \delta}^{m}$ to $C_{b}^{\infty}\left(G, \mathcal{S}^{\prime}(G)\right)$.

We can now express the convergence in distribution of the sequence of kernels $\kappa_{\epsilon}$ constructed in the proof of Lemma 5.4.11:

Corollary 5.4.14. We keep the notation of Lemma 5.4.11. The sequence of kernels $\kappa_{\epsilon}$ converges towards the kernel $\kappa$ associated with $\sigma$ in $C_{b}^{\infty}\left(G, \mathcal{S}^{\prime}(G)\right)$. If $\rho>0$, the convergence is also uniform on any compact subset of $G \times(G \backslash\{0\})$.
Proof. The statement follows from the convergence of $\sigma_{\epsilon}$ to $\sigma$ in $S_{\rho, \delta}^{m_{1}}$ for $m_{1}<m$ by Part 2 of Lemma 5.4.11, together with Lemma 5.4.13 for the first part and Corollary 5.4.3 for the second part.

### 5.4.4 Operators in $\Psi^{0}$ as singular integral operators

From the kernel estimates obtained in Section 5.4.1, one can show easily that the operators in $\Psi^{0}$ are Calderón-Zygmund, and generalise this to some classes $\Psi_{\rho, \delta}^{m}$, see Theorem 5.4.16. We are then led to study the $L^{2}$-boundedness.

First let us notice that thanks to the kernel estimates, our operators admit a representation as singular integrals in the following sense:
Lemma 5.4.15. Let $\kappa_{x}$ be the kernel associated with $T \in \Psi_{\rho, \delta}^{m}$ with $m \in \mathbb{R}$ and $1 \geq \rho \geq \delta \geq 0$ with $\rho \neq 0$. For any $f \in \mathcal{S}^{\prime}(G)$ and any $x_{0} \in G$ such that $f \equiv 0$ on a neighbourhood of $x_{0}$, the integral

$$
\int_{G} f(y) \kappa_{x_{0}}\left(y^{-1} x_{0}\right) d y
$$

makes distributional sense and defines a smooth function at $x_{0}$.
This coincides with $T f$ if $f \in \mathcal{S}(G)$.
Proof. Let $T$ and $\kappa_{x}$ be as in the statement. Let $f \in \mathcal{S}^{\prime}(G)$ and $x_{0} \in G$. We assume that there exists a bounded open set $\Omega_{2}$ containing $x_{0}$ and where $f \equiv 0$. Let $\Omega \subsetneq \Omega_{1} \subsetneq \Omega_{2}$ be open subsets of $\Omega_{2}$ such that $x_{0} \in \Omega, \bar{\Omega} \subset \Omega_{1}$, and $\bar{\Omega}_{1} \subset \Omega_{2}$. We can find $\chi_{1}, \chi \in \mathcal{D}(G)$ such that $\chi_{1} \equiv 1$ on $\Omega_{1}$ but $\chi_{1} \equiv 0$ outside $\Omega_{2}, \chi \equiv 1$ on $\Omega$ but $\chi \equiv 0$ outside $\Omega_{1}$. At least formally, we have

$$
\chi(x) \int_{G} f(y) \kappa_{x}\left(y^{-1} x\right) d y=\int_{G} f(y) \chi(x)\left(1-\chi_{1}\right)(y) \kappa_{x}\left(y^{-1} x\right) d y
$$

since $f \equiv 0$ on $\left\{\chi_{1}=1\right\}$. Clearly the function $(x, y) \mapsto \chi(x)\left(1-\chi_{1}\right)(y)$ is smooth on $G \times G$ and supported away from the diagonal $\{(x, y) \in G \times G: x=y\}$. By Theorem 5.4.1, the function

$$
y \longmapsto \chi(x)\left(1-\chi_{1}\right)(y) \kappa_{x}\left(y^{-1} x\right),
$$

is Schwartz and this yields a smooth mapping $G \rightarrow \mathcal{S}(G)$ (which is also compactly supported). The rest of the statement follows easily.

In Corollary 5.5.13, we will see that an operator in $\Psi_{\rho, \delta}^{m}$ extends naturally to $\mathcal{S}^{\prime}(G)$. Lemma 5.4 .15 and its proof above will then imply that the operator admits a singular representation for any tempered distribution in the sense that the following formula makes sense and holds

$$
T f(x)=\int_{G} f(y) \kappa_{x}\left(y^{-1} x\right) d y
$$

for any $f \in \mathcal{S}^{\prime}(G)$ and any $x \in G$ such that $f \equiv 0$ on a neighbourhood of $x$. We will not use this.

We can now give sufficient condition for operator in some $\Psi_{\rho, \delta}^{m}$ to be CalderónZygmund.

Theorem 5.4.16. 1. If $T \in \Psi^{0}$ then the operator $T$ is Calderón-Zygmund in the sense of Definition 3.2.15.
2. If $T \in \Psi_{\rho, \delta}^{m}$ with

$$
m \leq(\rho-1) Q
$$

$1 \geq \rho \geq \delta \geq 0$ and $\rho \neq 0$, then the operator $T$ is Calderón-Zygmund in the sense of Definition 3.2.15.
In Parts 1 and 2, the constants appearing in the Definition 3.2.15 are $\gamma=1$ and, up to constants of the group, given by seminorms of $T \in \Psi_{\rho, \delta}^{m}$.
Proof. We fix a homogeneous quasi-norm $|\cdot|$ on $G$.
Let $T \in \Psi^{0}$. We denote by $\kappa$ its associated kernel. Then its integral kernel $\kappa_{o}$ is formally given via $\kappa_{o}(x, y)=\kappa_{x}\left(y^{-1} x\right)$. By Theorem 5.4.1, for any two distinct points $y, x \in G$, we have

$$
\left|\kappa_{o}(x, y)\right|=\left|\kappa_{x}\left(y^{-1} x\right)\right| \leq C\left|y^{-1} x\right|^{-Q} .
$$

Using Remark 5.4.2 as well and the Leibniz property for vector fields, we obtain

$$
\left|\left(X_{j}\right)_{x} \kappa_{o}(x, y)\right| \leq\left|\left(X_{j}\right)_{x_{1}=x} \kappa_{x_{1}}\left(y^{-1} x\right)\right|+\left|\left(X_{j}\right)_{x_{2}=x} \kappa_{x}\left(y^{-1} x_{2}\right)\right| \leq C\left|y^{-1} x\right|^{-\left(Q+v_{j}\right)}
$$

and

$$
\left|\left(X_{j}\right)_{y} \kappa_{o}(x, y)\right| \leq\left|\left(\tilde{X}_{j}\right)_{z=y^{-1} x} \kappa_{x}(z)\right| \leq C\left|y^{-1} x\right|^{-\left(Q+v_{j}\right)}
$$

Hence $\kappa_{o}$ satisfies the hypotheses of Lemma 3.2.19. This shows Part 1.
Let us now assume that $T \in \Psi_{\rho, \delta}^{m}$. Again, let $\kappa$ be its associated kernel. Let $\chi \in C^{\infty}(G)$ be supported in the unit ball $\{x \in G:|x| \leq 1\}$ and such that $\chi \equiv 1$ on $\{x \in G:|x| \leq 1 / 2\}$. By Theorem 5.4.1 and Remark 5.4.2 together with Lemma 5.2 .21 , the operator given by $\phi \mapsto \phi *\{(1-\chi) \kappa\}$ is smoothing (as $\rho \neq 0$ ) hence it is a Calderón-Zygmund operator by Part 1. Thus we just have to study the operator $\phi \mapsto \phi *\{\chi \kappa\}$. Its integral kernel is $\kappa_{o}$ given via

$$
\kappa_{o}(x, y)=\chi\left(y^{-1} x\right) \kappa_{x}\left(y^{-1} x\right)
$$

Proceeding as above, in particular by Theorem 5.4.1, we have

$$
\begin{aligned}
\left|\kappa_{o}(x, y)\right| & =\left|\left(\chi \kappa_{x}\right)\left(y^{-1} x\right)\right| \lesssim\left|y^{-1} x\right|^{-\frac{Q+m}{\rho}}, \\
\left|\left(X_{j}\right)_{y} \kappa_{o}(x, y)\right| & =\left|\left(\tilde{X}_{j}\right)_{z=y^{-1} x} \kappa_{x}(z)\right| \lesssim\left|y^{-1} x\right|^{-\frac{Q+m+v_{j}}{\rho}}
\end{aligned}
$$

and $\kappa_{o}$ is supported on $\left\{(x, y) \in G:\left|y^{-1} x\right| \leq 1\right\}$ where we have

$$
\begin{aligned}
\left|\left(X_{j}\right)_{x} \kappa_{o}(x, y)\right| & \leq\left|\left(X_{j}\right)_{x_{1}=x} \kappa_{x_{1}}\left(y^{-1} x\right)\right|+\left|\left(X_{j}\right)_{x_{2}=x} \kappa_{x}\left(y^{-1} x_{2}\right)\right| \\
& \lesssim\left|y^{-1} x\right|^{-\frac{Q+m+\delta v_{j}}{\rho}}+\left|y^{-1} x\right|^{-\frac{Q+m+v_{j}}{\rho}} \lesssim\left|y^{-1} x\right|^{-\frac{Q+m}{\rho}-\frac{\delta}{\rho} v_{j}} \\
& \lesssim\left|y^{-1} x\right|^{-\frac{Q+m+v_{j}}{\rho}},
\end{aligned}
$$

since $\left|y^{-1} x\right| \leq 1$. Hence if $(Q+m) / \rho \leq Q$, we can apply Lemma 3.2.19.

In order to apply the singular integrals theorem (Theorem A.4.4), we still need to show that the operators are $L^{2}$-bounded. In the case $(\rho, \delta)=(1,0)$, it is not very difficult to adapt the Euclidean case to show that the operators in $\Psi^{0}$ are $L^{2}$-bounded.

Theorem 5.4.17. If $T \in \Psi^{0}$ then $T$ extends to a bounded operator on $L^{2}(G)$. Furthermore, there exist constants $C>0$ and $a, b, c \in \mathbb{N}_{0}$ of the group such that

$$
\forall f \in \mathcal{S}(G) \quad\|T f\|_{L^{2}(G)} \leq C\|T\|_{\Psi^{m}, a, b, c}\|f\|_{L^{2}(G)}
$$

During the proof of Theorem 5.4.17, we will need the following observation:
Lemma 5.4.18. The collection of operators $\Psi^{0}$ is invariant under left translations in the sense that

$$
T \in \Psi^{0} \Longrightarrow \forall x_{o} \in G \quad \tau_{x_{o}} T \tau_{x_{o}}^{-1} \in \Psi^{0}, \quad \text { where } \quad \tau_{x_{o}}: f \mapsto f\left(x_{o} \cdot\right)
$$

Furthermore, if $\kappa_{x}$ is the kernel of $T$ and $\sigma=\operatorname{Op}^{-1}(T)$ is its symbol, then the operator $\tau_{x_{o}} T \tau_{x_{o}}^{-1}$ has $\kappa_{x_{o} x}$ as kernel and $\sigma\left(x_{o} x, \pi\right)$ as symbol, and

$$
\|T\|_{\Psi^{0}, a, b, c}=\left\|\tau_{x_{o}} T \tau_{x_{o}}^{-1}\right\|_{\Psi^{0}, a, b, c} .
$$

Proof of Lemma 5.4.18. Let $T \in \Psi^{0}$ and let $\kappa_{x}$ be its kernel. Then

$$
\begin{aligned}
\tau_{x_{o}} T \tau_{x_{o}}^{-1} f(x) & =T\left(\tau_{x_{o}}^{-1} f\right)\left(x_{o} x\right)=\left(\tau_{x_{o}}^{-1} f\right) * \kappa_{x_{o} x}\left(x_{o} x\right) \\
& =\int_{G} f\left(x_{o}^{-1} y\right) \kappa_{x_{o} x}\left(y^{-1} x_{o} x\right) d y \\
& =\int_{G} f(z) \kappa_{x_{o} x}\left(z^{-1} x\right) d z
\end{aligned}
$$

after the change of variable $z=x_{o}^{-1} y$. Therefore

$$
\tau_{x_{o}} T \tau_{x_{o}}^{-1} f(x)=f * \kappa_{x_{o} x}(x) .
$$

Since $\mathcal{F}_{G}\left(\kappa_{x_{o} x}\right)(\pi)=\sigma\left(x_{o} x, \pi\right)$ if $\sigma$ denotes the symbol of $T$, we see that $\kappa_{x_{o} x}$ is the kernel associated to the symbol $\left\{\sigma\left(x_{o} x, \pi\right),(x, \pi) \in G \times \widehat{G}\right\}$ and the corresponding operator is $\tau_{x_{o}} T \tau_{x_{o}}^{-1}$. The rest of the statement follows easily.

Proof of Theorem 5.4.17. The proof follows the Euclidean case as given in [Ste93, ch. VI $\S 2$ ]. Let $T \in \Psi^{0}$ and let $\sigma=\mathrm{Op}^{-1}(T)$ be its symbol. We claim that it suffices to show Theorem 5.4.17 under the additional assumption that the kernel $\kappa$ associated with $\sigma$ is smooth in $x$ and Schwartz in $y$, and such that $G \ni x \mapsto$ $\kappa_{x} \in \mathcal{S}(G)$ is smooth. Indeed, this would imply that Theorem 5.4.17 is proved for each operator $T_{\epsilon}=\operatorname{Op}\left(\sigma_{\epsilon}\right)$ where $\sigma_{\epsilon}$ is as in Lemma 5.4.11. The properties (2) and (3) in Lemma 5.4.11 allow to pass through the limit as $\epsilon \rightarrow 0$ and imply then the theorem. This shows our earlier claim and hence we may assume that $G \ni x \mapsto \kappa_{x} \in \mathcal{S}(G)$ is smooth.

We fix $|\cdot|$ to be the homogeneous quasi-norm $|\cdot|_{p}$ given by (3.21), where $p>0$ is such that $p / 2$ is the smallest positive integer divisible by all the weights $v_{1}, \ldots, v_{n}$. The balls are defined by $B\left(x_{o}, r\right):=\left\{x \in G:\left|x^{-1} x_{o}\right|<r\right\}$. We denote by $C_{o} \geq 1$ a constant such that for all $x, y \in G$, we have

$$
|x y| \leq C_{o}(|x|+|y|) \quad \text { and } \quad|y| \leq \frac{|x|}{2} \Longrightarrow| | x y|-|x|| \leq C_{o}|y|
$$

see the triangle inequality in Proposition 3.1.38 and its converse (3.26).
Let $f \in \mathcal{S}(G)$ and let us write it as

$$
f=f_{1}+f_{2}
$$

where $f_{1}$ and $f_{2}$ are two smooth functions supported in $B\left(0,4 C_{o}\right)$ and outside of $B\left(0,2 C_{o}\right)$, respectively, and satisfying $\left|f_{1}\right|,\left|f_{2}\right| \leq|f|$.

First, we claim that there exists a constant $C>0$ of the group such that

$$
\begin{equation*}
\int_{B(0,1)}\left|T f_{1}(x)\right|^{2} d x \leq C\|\sigma\|_{S^{0}, 0,\lceil Q / 2\rceil, 0}^{2}\left\|f_{1}\right\|_{L^{2}(G)}^{2} \tag{5.40}
\end{equation*}
$$

Let us prove this. We fix a function $\chi \in \mathcal{D}(G)$ which is identically 1 on $B(0,1)$. Then

$$
\begin{aligned}
\int_{B(0,1)}\left|T f_{1}(x)\right|^{2} d x & \leq \int_{B(0,1)}\left|\chi(x) f_{1} * \kappa_{x}(x)\right|^{2} d x \\
& \leq \int_{B(0,1)} \sup _{z \in G}\left|\chi(z) f_{1} * \kappa_{z}(x)\right|^{2} d x
\end{aligned}
$$

We now use the Sobolev inequality in Theorem 4.4.25 to get

$$
\sup _{z \in G}\left|\chi(z) f_{1} * \kappa_{z}(x)\right|^{2} \leq C \sum_{[\alpha] \leq\lceil Q / 2\rceil} \int_{G}\left|X_{z}^{\alpha}\left\{\chi(z) f_{1} * \kappa_{z}(x)\right\}\right|^{2} d z
$$

Since

$$
X_{z}^{\alpha}\left\{\chi(z) f_{1} * \kappa_{z}(x)\right\}=f_{1} * X_{z}^{\alpha}\left\{\chi(z) \kappa_{z}\right\}(x)
$$

we have obtained

$$
\begin{aligned}
\int_{B(0,1)}\left|T f_{1}(x)\right|^{2} d x \leq & \int_{B(0,1)} C \sum_{[\alpha] \leq\lceil Q / 2\rceil} \int_{G}\left|f_{1} * X_{z}^{\alpha}\left\{\chi(z) \kappa_{z}\right\}(x)\right|^{2} d z d x \\
& =C \sum_{[\alpha] \leq\lceil Q / 2\rceil} \int_{G} \int_{B(0,1)}\left|f_{1} * X_{z}^{\alpha}\left\{\chi(z) \kappa_{z}\right\}(x)\right|^{2} d x d z
\end{aligned}
$$

by Fubini's property. But the integral over $B(0,1)$ can be estimated using Plancherel's Theorem (see Theorem 1.8.11) by

$$
\begin{aligned}
\int_{B(0,1)}\left|f_{1} * X_{z}^{\alpha}\left\{\chi(z) \kappa_{z}\right\}(x)\right|^{2} d x & \leq\left\|f_{1} * X_{z}^{\alpha}\left\{\chi(z) \kappa_{z}\right\}\right\|_{2}^{2} \\
& \leq\left\|\pi\left(X_{z}^{\alpha}\left\{\chi(z) \kappa_{z}\right\}\right)\right\|_{L^{\infty}(\widehat{G})}^{2}\left\|f_{1}\right\|_{2}^{2}
\end{aligned}
$$

Now the Leibniz formula for $X_{z}^{\alpha}$ gives

$$
\begin{aligned}
\left\|\pi\left(X_{z}^{\alpha}\left\{\chi(z) \kappa_{z}\right\}\right)\right\|_{\mathscr{L}\left(L^{2}(G)\right)} & \left.\leq \sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]} c_{\alpha_{1}, \alpha_{2}} \| \pi\left(X^{\alpha_{1}} \chi(z) X_{z}^{\alpha_{2}} \kappa_{z}\right\}\right) \|_{\mathscr{L}\left(L^{2}(G)\right)} \\
& \left.\leq C_{\alpha} \max _{[\beta] \leq[\alpha]} \| \pi\left(X_{z}^{\beta} \kappa_{z}\right\}\right) \|_{\mathscr{L}\left(L^{2}(G)\right)} \sum_{\left[\alpha_{1}\right] \leq[\alpha]}\left|X^{\alpha_{1}} \chi(z)\right| .
\end{aligned}
$$

Since $\pi\left(X_{z}^{\beta} \kappa_{z}\right)=X_{z}^{\beta} \sigma(z, \pi)$, we have obtained

$$
\begin{aligned}
& \int_{B(0,1)}\left|f_{1} * X_{z}^{\alpha}\left\{\chi(z) \kappa_{z}\right\}(x)\right|^{2} d x \\
& \quad \leq C \max _{[\beta] \leq[\alpha]}\left\|X_{z}^{\beta} \sigma(z, \pi)\right\|_{L^{\infty}(\widehat{G})}^{2}\left\|f_{1}\right\|_{2}^{2} \sum_{\left[\alpha_{1}\right] \leq[\alpha]}\left|X^{\alpha_{1}} \chi(z)\right|^{2} .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
\int_{B(0,1)}\left|T f_{1}(x)\right|^{2} d x & \leq C \sum_{[\alpha] \leq\lceil Q / 2\rceil} \int_{G} \int_{B(0,1)}\left|f_{1} * X_{z}^{\alpha}\left\{\chi(z) \kappa_{z}\right\}(x)\right|^{2} d x d z \\
& \leq C \max _{[\beta] \leq\lceil Q / 2\rceil} \sup _{z \in G}\left\|X_{z}^{\beta} \sigma(z, \pi)\right\|_{L^{\infty}(\widehat{G})}^{2}\left\|f_{1}\right\|_{2}^{2}
\end{aligned}
$$

This concludes the proof of Claim (5.40).
Secondly, we claim that for any $r \in \mathbb{N}$, there exists a constant $C=C_{r}>0$ such that

$$
\begin{equation*}
\int_{B(0,1)}\left|T f_{2}(x)\right|^{2} d x \leq C\|\sigma\|_{S^{0}, p r, 0, p r}^{2}\left\|(1+|\cdot|)^{-p r} f_{2}\right\|_{L^{2}(G)}^{2} \tag{5.41}
\end{equation*}
$$

Let us prove this. We write

$$
T f_{2}(x)=\int_{y \notin B\left(0,2 C_{o}\right)} f_{2}(y)\left|y^{-1} x\right|^{-p r}\left(|\cdot|{ }^{p r} \kappa_{x}\right)\left(y^{-1} x\right) d y .
$$

If $x \in B(0,1)$ and $y \notin B\left(0,2 C_{o}\right)$, then

$$
\left|y^{-1}\right|-\left|y^{-1} x\right| \leq C_{o}|x| \leq C_{o} \quad \text { thus } \quad\left|y^{-1} x\right| \geq|y|-C_{o} \geq \frac{1}{2}|y| \geq \frac{1}{4}(1+|y|)
$$

and

$$
\begin{aligned}
\left|T f_{2}(x)\right| & \leq \int_{y \notin B\left(0,2 C_{o}\right)}\left|f_{2}(y)\right|\left(\frac{1}{4}(1+|y|)\right)^{-p r}\left|\left(|\cdot|^{p r} \kappa_{x}\right)\left(y^{-1} x\right)\right| d y \\
& \leq 4^{p r}\left\|(1+|\cdot|)^{-p r} f_{2}\right\|_{L^{2}(G)}\left\|\left(|\cdot|^{p r} \kappa_{x}\right)\right\|_{L^{2}(G)}
\end{aligned}
$$

after having used the Cauchy-Schwartz inequality. Integrating the square of the left-hand side over $x \in B(0,1)$, and taking the supremum over $x \in B(0,1)$ of the right-hand side, we obtain

$$
\begin{equation*}
\int_{B(0,1)}\left|T f_{2}(x)\right|^{2} d x \leq 4^{2 p r} \sup _{x \in B(0,1)}\left\||\cdot|^{p r} \kappa_{x}\right\|_{L^{2}(G)}^{2}\left\|(1+|\cdot|)^{-p r} f_{2}\right\|_{L^{2}(G)}^{2} \tag{5.42}
\end{equation*}
$$

Now writing $|z|_{p}^{p r}=\sum_{[\alpha]=p r} c_{\alpha} \tilde{q}_{\alpha}(z)$, we have

$$
\left\|\left\|\left.\cdot\right|^{p r} \kappa_{x}\right\|_{L^{2}(G)}^{2} \leq C_{r} \sum_{[\alpha]=p r}\right\| \tilde{q}_{\alpha} \kappa_{x} \|_{L^{2}(G)}^{2}
$$

and since by Corollary 5.4.3 (1), if $[\alpha]>Q / 2$,

$$
\left\|\tilde{q}_{\alpha} \kappa_{x}\right\|_{L^{2}(G)}^{2} \leq C_{\alpha} \sup _{\pi \in \widehat{G}}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m},[\alpha], 0,[\alpha]}^{2}
$$

we have obtained that if $p r>Q / 2$, then

$$
\sup _{x \in B(0,1)}\left\||\cdot|^{p r} \kappa_{x}\right\|_{L^{2}(G)}^{2} \leq C_{r}\|\sigma\|_{S^{0}, p r, 0, p r}^{2}
$$

This and (5.42) show Claim (5.41).
Now, combining together Claims (5.40) and (5.41), we obtain

$$
\int_{B(0,1)}|T f(x)|^{2} d x \leq C_{r}\|T\|_{\Psi^{0}, p r,\lceil Q / 2\rceil, p r}^{2}\left\|(1+|\cdot|)^{-p r} f\right\|_{L^{2}(G)}^{2}
$$

and this is so for any $f \in \mathcal{S}(G)$. Therefore, by Lemma 5.4.18 (and its notation), we have for any $x_{o} \in G$, that

$$
\begin{aligned}
\int_{B\left(x_{o}, 1\right)}|T f(x)|^{2} d x & =\int_{\left|x_{o}^{-1} x\right|<1}|T f(x)|^{2} d x=\int_{B(0,1)}\left|T f\left(x_{o} x^{\prime}\right)\right|^{2} d x^{\prime} \\
& =\int_{B(0,1)}\left|\tau_{x_{o}}(T f)\left(x^{\prime}\right)\right|^{2} d x^{\prime}=\int_{B(0,1)}\left|\left(\tau_{x_{o}} T \tau_{x_{o}}^{-1}\right)\left(\tau_{x_{o}} f\right)\left(x^{\prime}\right)\right|^{2} d x^{\prime} \\
& \leq C_{r}\left\|\tau_{x_{o}} T \tau_{x_{o}}^{-1}\right\|_{\Psi^{0}, p r,\lceil Q / 2\rceil, p r}^{2}\left\|(1+|\cdot|)^{-p r} \tau_{x_{o}} f\right\|_{L^{2}(G)}^{2} \\
& =C_{r}\|T\|_{\Psi^{0}, p r,\lceil Q / 2\rceil, p r}^{2}\left\|(1+|\cdot|)^{-p r} \tau_{x_{o}} f\right\|_{L^{2}(G)}^{2}
\end{aligned}
$$

Integrating over $x_{o} \in G$, we obtain for the left hand side,

$$
\begin{aligned}
\int_{G} \int_{B\left(x_{o}, 1\right)}|T f(x)|^{2} d x d x_{o} & =\int_{G} \int_{G} 1_{\left|x_{o}^{-1} x\right|<1}|T f(x)|^{2} d x d x_{o} \\
& =\int_{G} \int_{G} 1_{|y|<1}|T f(x)|^{2} d x d y=|B(0,1)|\|T f\|_{2}^{2}
\end{aligned}
$$

and for the last term in the right hand side,

$$
\begin{aligned}
\int_{G}\left\|(1+|\cdot|)^{-p r} \tau_{x_{o}} f\right\|_{L^{2}(G)}^{2} d x_{o} & =\int_{G} \int_{G}\left|(1+|x|)^{-p r} f\left(x_{o} x\right)\right|^{2} d x d x_{o} \\
& =\|f\|_{2}^{2} \int_{G}(1+|x|)^{-2 p r} d x
\end{aligned}
$$

Assuming $-2 p r+Q<0$, this last integral is finite.
We have obtained that if $r>Q / 2 p$ (for instance $r=\lceil Q / 2 p\rceil$ ) then $p r>Q / 2$ and

$$
|B(0,1)|\|T f\|_{2}^{2} \leq C\|T\|_{\Psi^{0}, p r,\lceil Q / 2\rceil, p r}^{2}\|f\|_{2}^{2}
$$

This concludes the proof of Theorem 5.4.17.
Remark 5.4.19. More precisely we have obtained that if $T \in \Psi^{0}$, then

$$
\|T f\|_{2} \leq C\|T\|_{\Psi^{0}, p r,\lceil Q / 2\rceil, p r}\|f\|_{2},
$$

where $r:=\left\lceil\frac{Q}{2 p}\right\rceil$, and $p \in \mathbb{R}$ is such that $p / 2$ is the smallest positive integer divisible by all the weights $v_{1}, \ldots, v_{n}$.

Theorem 5.4.16 and Theorem 5.4.17 show that any operator of order 0 and of type $(1,0)$ satisfies the hypotheses of the singular integrals theorem, see Sections 3.2.3 and A.4. Therefore, we have the following corollary:

Corollary 5.4.20. If $T \in \Psi^{0}$ then $T$ extends to a bounded operator on $L^{p}(G)$ for any $p \in(1, \infty)$. Furthermore, there exist constants $a, b, c \in \mathbb{N}_{0}$ such that

$$
\forall p \in(1, \infty) \quad \exists C>0 \quad \forall f \in \mathcal{S}(G) \quad\|T f\|_{L^{p}(G)} \leq C\|T\|_{\Psi^{0}, a, b, c}\|f\|_{L^{p}(G)}
$$

### 5.5 Symbolic calculus

In this section we present elements of the symbolic calculus of operators with symbols in the classes $S_{\rho, \delta}^{m}$. In particular, we will discuss asymptotic sums of symbols, adjoints, and compositions.

### 5.5.1 Asymptotic sums of symbols

We now establish a nilpotent analogue of the asymptotic sum of symbols of decreasing orders going to $-\infty$.

Theorem 5.5.1. We assume $1 \geq \rho \geq \delta \geq 0$. Let $\left\{\sigma_{j}\right\}_{j \in \mathbb{N}_{0}}$ be a sequence of symbols such that $\sigma_{j} \in S_{\rho, \delta}^{m_{j}}$ with $m_{j}$ strictly decreasing to $-\infty$. Then there exists $\sigma \in S_{\rho, \delta}^{m_{0}}$, unique modulo $S^{-\infty}$, such that

$$
\begin{equation*}
\forall M \in \mathbb{N} \quad \sigma-\sum_{j=0}^{M} \sigma_{j} \in S_{\rho, \delta}^{m_{M+1}} \tag{5.43}
\end{equation*}
$$

Definition 5.5.2. Under the hypotheses and conclusions of Theorem 5.5.1, we write

$$
\sigma \sim \sum_{j} \sigma_{j}
$$

Proof. We keep the notation of the statement. We also fix a positive Rockland operator $\mathcal{R}$ of homogeneous degree $\nu$ on $G$. Let $\chi \in C^{\infty}(\mathbb{R})$ with $\chi_{\mid(-\infty, 1 / 2)}=0$ and $\chi_{\mid[1, \infty)}=1$. We fix $t \in(0,1)$.

Let us check that for any seminorm $\|\cdot\|_{S_{\rho, \delta}^{m_{0}}, a, b, c}$, there exists a constant $C=C_{a, b, c}>0$ such that for any $t \in(0,1)$ and any $j \in \mathbb{N}$, we have

$$
\begin{equation*}
\left\|\sigma_{j}(x, \pi) \chi(t \pi(\mathcal{R}))\right\|_{S_{\rho, \delta}^{m_{0}}, a, b, c} \leq C\left\|\sigma_{j}(x, \pi)\right\|_{S_{\rho, \delta}^{m_{0}}, a, b, c+\rho a+m_{0}-m_{j}} t^{\frac{m_{0}-m_{j}}{\nu}} \tag{5.44}
\end{equation*}
$$

Indeed, from the Leibniz formula (see Formula (5.28)), we obtain easily

$$
\begin{aligned}
& \left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{o}\right]-m_{0}-\delta\left[\beta_{o}\right]+\gamma}{\nu}} X_{x}^{\beta_{o}} \Delta^{\alpha_{o}}\left(\sigma_{j}(x, \pi) \chi(t \pi(\mathcal{R}))\right) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \lesssim \sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=\left[\alpha_{o}\right]} \| \pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{o}\right]-m_{0}-\delta\left[\beta_{o}\right]+\gamma}{\nu}} X_{x}^{\beta_{o}} \Delta^{\alpha_{1}} \sigma_{j}(x, \pi) \\
& \quad \Delta^{\alpha_{2}} \chi(t \pi(\mathcal{R})) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}} \|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=\left[\alpha_{o}\right]}\left\|\sigma_{j}(x, \pi)\right\|_{S_{\rho, \delta}^{m_{0}},\left[\alpha_{1}\right],\left[\beta_{o}\right], \rho\left(\left[\alpha_{o}\right]-\left[\alpha_{1}\right]\right)+m_{0}-m_{j}+|\gamma|} \\
& \left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{2}\right]-m_{0}+m_{j}+\gamma}{\nu}} \Delta^{\alpha_{2}} \chi(t \pi(\mathcal{R})) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}
\end{aligned}
$$

By the functional calculus, we have

$$
\begin{aligned}
\| \pi(\mathrm{I} & +\mathcal{R})^{\frac{\rho\left[\alpha_{2}\right]-m_{0}+m_{j}+\gamma}{\nu}} \Delta^{\alpha_{2}} \chi(t \pi(\mathcal{R})) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}} \|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \leq\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\left[\alpha_{2}\right]-m_{0}+m_{j}+\gamma}{\nu}} \Delta^{\alpha_{2}} \chi(t \pi(\mathcal{R})) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \lesssim \sup _{\substack{k^{\prime} \leq k \\
\lambda>0}}(1+\lambda)^{\frac{-m_{0}+m_{j}}{\nu}+k^{\prime}}\left|\partial_{\lambda}^{k^{\prime}}\{\chi(t \lambda)\}\right| \lesssim t^{\frac{m_{0}-m_{j}}{\nu}},
\end{aligned}
$$

by Proposition 5.3.4 for some $k \in \mathbb{N}_{0}$. This shows (5.44).
Let us choose strictly increasing sequences $\left\{a_{\ell}\right\},\left\{b_{\ell}\right\}$ and $\left\{c_{\ell}\right\}$ of positive integers. For each $\ell$ there exists $C_{\ell}>0$ such that for any $j \in \mathbb{N}$ and $t \in(0,1)$, we have

$$
\left\|\sigma_{j}(x, \pi) \chi(t \pi(\mathcal{R}))\right\|_{S_{\rho, \delta}^{m_{0}}, a_{\ell}, b_{\ell}, c_{\ell}} \leq C_{\ell}\left\|\sigma_{j}(x, \pi)\right\|_{S_{\rho, \delta}^{m_{0}}, a_{\ell}, b_{\ell}, c_{\ell}+\rho a_{\ell}+m_{0}-m_{j}} t^{\frac{m_{0}-m_{j}}{\nu}}
$$

We may assume that the constants $C_{\ell}$ are increasing with $\ell$.
We now choose a decreasing sequence of numbers $\left\{t_{j}\right\}$ such that for any $j \in \mathbb{N}$,

For any $j \in \mathbb{N}$, we define the symbols

$$
\tilde{\sigma}_{j}(x, \pi):=\sigma_{j}(x, \pi) \chi\left(t_{j} \pi(\mathcal{R})\right)
$$

For any $\ell \in \mathbb{N}$, the sum

$$
\sum_{j=0}^{\infty}\left\|\tilde{\sigma}_{j}\right\|_{S_{\rho, \delta}^{m_{0}}, a_{\ell}, b_{\ell}, c_{\ell}} \leq \sum_{j=0}^{\ell}\left\|\tilde{\sigma}_{j}\right\|_{S_{\rho, \delta}^{m_{0}}, a_{\ell}, b_{\ell}, c_{\ell}}+\sum_{j=\ell+1}^{\infty} 2^{-j}
$$

is finite. Since $S_{\rho, \delta}^{m_{0}}$ is a Fréchet space, we obtain that

$$
\sigma:=\sum_{j=0}^{\infty} \tilde{\sigma}_{j}
$$

is a symbol in $S_{\rho, \delta}^{m_{0}}$.
Starting the sequence at $m_{M+1}$, the same proof gives

$$
\sum_{j=M+1}^{\infty} \tilde{\sigma}_{j} \in S_{\rho, \delta}^{m_{M+1}}
$$

By Proposition 5.3.4, each symbol given by $(1-\chi)\left(t_{j} \pi(\mathcal{R})\right)$ is in $S^{-\infty}$. Thus by Theorem 5.2.22 (ii) and the inclusions (5.31), each symbol given by $\sigma_{j}(x, \pi)(1-$ $\chi)\left(t_{j} \pi(\mathcal{R})\right)$ is in $S^{-\infty}$. Therefore, the symbol given by

$$
\sigma(x, \pi)-\sum_{j=0}^{M} \sigma_{j}(x, \pi)=\sum_{j=0}^{M} \sigma_{j}(x, \pi)(1-\chi)\left(t_{j} \pi(\mathcal{R})\right)+\sum_{j=M+1}^{\infty} \tilde{\sigma}_{j}(x, \pi),
$$

is in $S_{\rho, \delta}^{m_{M+1}}$. This shows (5.43) for $\sigma$.
If $\tau$ is another symbol as in the statement of the theorem, then for any $M \in \mathbb{N}$,

$$
\sigma-\tau=\left(\sigma-\sum_{j=0}^{M} \sigma_{j}\right)-\left(\tau-\sum_{j=0}^{M} \sigma_{j}\right)
$$

is in $S^{m_{M+1}}$. Thus $\sigma-\tau \in S^{-\infty}$.
We note that the proof above does not produce a symbol $\sigma$ depending continuously on $\left\{\sigma_{j}\right\}$, the same as in the abelian case.

### 5.5.2 Composition of pseudo-differential operators

In this section, we show that the class of operators $\cup_{m \in \mathbb{R}} \Psi_{\rho, \delta}^{m}$ is an algebra:

Theorem 5.5.3. Let $1 \geq \rho \geq \delta \geq 0$ with $\delta \neq 1$ and $m_{1}, m_{2} \in \mathbb{R}$. If $T_{1} \in \Psi_{\rho, \delta}^{m_{1}}$ and $T_{2} \in \Psi_{\rho, \delta}^{m_{2}}$ are two pseudo-differential operators of type $(\rho, \delta)$, then their composition $T_{1} T_{2}$ is in $\Psi_{\rho, \delta}^{m_{1}+m_{2}}$. Moreover, the mapping

$$
\left(T_{1}, T_{2}\right) \mapsto T_{1} T_{2}
$$

is continuous from $\Psi_{\rho, \delta}^{m_{1}} \times \Psi_{\rho, \delta}^{m_{2}}$ to $\Psi_{\rho, \delta}^{m_{1}+m_{2}}$.
Since any operator in $\Psi_{\rho, \delta}^{m}$ maps $\mathcal{S}(G)$ to itself continuously (see Theorem 5.2.15), the composition of any two operators in $\Psi_{\rho, \delta}^{m_{1}}$ and $\Psi_{\rho, \delta}^{m_{2}}$ defines an operator in $\mathscr{L}(\mathcal{S}(G))$.

Let us start the proof of Theorem 5.5.3 with observing that the symbol of $T_{1} T_{2}$ is necessarily known and unique at least formally or under favourable conditions such as between smoothing operators:
Lemma 5.5.4. Let $\sigma_{1}$ and $\sigma_{2}$ be two symbols in $S^{-\infty}$ and let $\kappa_{1}$ and $\kappa_{2}$ be their associated kernels. We set

$$
\kappa_{x}(y):=\int_{G} \kappa_{2, x z^{-1}}\left(y z^{-1}\right) \kappa_{1, x}(z) d z, \quad x, y \in G
$$

Then $\sigma(x, \pi)=\pi\left(\kappa_{x}\right)$ defines a smooth symbol $\sigma$ in the sense of Definition 5.1.34. Furthermore, it satisfies

$$
\mathrm{Op}\left(\sigma_{1}\right) \mathrm{Op}\left(\sigma_{2}\right)=\mathrm{Op}(\sigma)
$$

and

$$
\begin{equation*}
\sigma(x, \pi)=\int_{G} \kappa_{1, x}(z) \pi(z)^{*} \sigma_{2}\left(x z^{-1}, \pi\right) d z \tag{5.45}
\end{equation*}
$$

In particular, if $\sigma_{2}(x, \pi)$ is independent of $x$ then $\sigma_{1} \circ \sigma_{2}=\sigma_{1} \sigma_{2}$.
We will often write

$$
\sigma:=\sigma_{1} \circ \sigma_{2}
$$

Proof of Lemma 5.5.4. We keep the notation of the statement. Clearly $\kappa:(x, y) \mapsto$ $\kappa_{x}(y)$ is smooth on $G \times G$, compactly supported in $x$. Furthermore, $\kappa_{x}$ is integrable in $y$ since

$$
\begin{aligned}
\int_{G}\left|\kappa_{x}(y)\right| d y & \leq \int_{G} \int_{G}\left|\kappa_{2}\left(x z^{-1}, y z^{-1}\right) \kappa_{1}(x, z)\right| d z d y \\
& \leq \int_{G} \int_{G}\left|\kappa_{2, x z^{-1}}(w)\right| d w\left|\kappa_{1}(x, z)\right| d z \\
& \leq \max _{x^{\prime} \in G} \int_{G}\left|\kappa_{2, x^{\prime}}(w)\right| d w \int_{G}\left|\kappa_{1, x}(z)\right| d z
\end{aligned}
$$

Therefore, $\sigma(x, \pi)=\pi\left(\kappa_{x}\right)$ defines a symbol $\sigma$ in the sense of Definition 5.1.33.

Using the Leibniz formula iteratively, one obtains easily that for any $\beta_{o} \in \mathbb{N}_{0}^{n}$, $\tilde{X}_{x}^{\beta_{o}} \kappa_{x}(y)$ is a linear combination of

$$
\int_{G} \tilde{X}_{x_{2}=x z^{-1}}^{\beta_{2}} \kappa_{2, x_{2}}\left(y z^{-1}\right) \tilde{X}_{x_{1}=x}^{\beta_{1}} \kappa_{1, x_{1}}(z) d z, \quad\left[\beta_{1}\right]+\left[\beta_{2}\right]=\left[\beta_{o}\right]
$$

Hence proceeding as above

$$
\int_{G}\left|\tilde{X}_{x}^{\beta_{o}} \kappa_{x}(y)\right| d y \lesssim \sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right]=\left[\beta_{o}\right]} \max _{x_{2} \in G} \int_{G}\left|\tilde{X}_{x_{2}}^{\beta_{2}} \kappa_{2, x_{2}}(w)\right| d w \int_{G}\left|\tilde{X}_{x}^{\beta_{1}} \kappa_{1, x}(z)\right| d z
$$

This together with the link between abelian and right-invariant derivatives (see Section 3.1.5, especially 3.17) implies easily that $\sigma$ is a smooth symbol in the sense of Definition 5.1.34.

The properties of $\kappa_{1}$ and $\kappa_{2}$ (see Theorem 5.4.9) justify the equalities

$$
\begin{aligned}
\operatorname{Op}\left(\sigma_{1}\right) \operatorname{Op}\left(\sigma_{2}\right) \phi(x) & =\int_{G} T_{2} \phi(y) \kappa_{1, x}\left(y^{-1} x\right) d y \\
& =\int_{G} \int_{G} \phi(z) \kappa_{2, y}\left(z^{-1} y\right) \kappa_{1, x}\left(y^{-1} x\right) d z d y \\
& =\int_{G} \int_{G} \phi(z) \kappa_{2, x w^{-1}\left(z^{-1} x w^{-1}\right) \kappa_{1, x}(w) d z d w} \\
& =\int_{G} \phi(z) \kappa_{x}\left(z^{-1} x\right) d z=\phi * \kappa_{x}(x)
\end{aligned}
$$

with the change of variables $y^{-1} x=w$. This yields $T_{1} T_{2}=\operatorname{Op}(\sigma)$. We have then finally

$$
\begin{aligned}
\sigma(x, \pi) & =\widehat{\kappa}_{x}(\pi)=\int_{G} \kappa_{x}(y) \pi(y)^{*} d y \\
& =\int_{G} \int_{G} \kappa_{2, x z^{-1}}\left(y z^{-1}\right) \kappa_{1, x}(z) \pi(z)^{*} \pi\left(y z^{-1}\right)^{*} d y d z \\
& =\int_{G} \kappa_{1, x}(z) \pi(z)^{*} \sigma_{2}\left(x z^{-1}, \pi\right) d z
\end{aligned}
$$

after an easy change of variable.
From Lemma 5.5.4 and its proof, we see that if $T=\operatorname{Op}\left(\sigma_{1}\right) \operatorname{Op}\left(\sigma_{2}\right)$ then the symbol $\sigma$ of $T$ is not $\sigma_{1} \sigma_{2}$ in general, unless the symbol $\left\{\sigma_{2}(x, \pi)\right\}$ does not depend on $x \in G$ for instance. However, we can link formally $\sigma$ with $\sigma_{1}$ and $\sigma_{2}$ in the following way: using the vector-valued Taylor expansion (see (5.27)) for $\sigma_{2}(x, \pi)$ in the variable $x$, we have

$$
\sigma_{2}\left(x z^{-1}, \pi\right) \approx \sum_{\alpha} q_{\alpha}\left(z^{-1}\right) X_{x}^{\alpha} \sigma_{2}(x, \pi)
$$

Thus, implementing this in the expression (5.45), we obtain informally

$$
\begin{gathered}
\sigma(x, \pi) \approx \int_{G} \kappa_{1, x}(z) \pi(z)^{*} \sum_{\alpha} q_{\alpha}\left(z^{-1}\right) X_{x}^{\alpha} \sigma_{2}(x, \pi) d z \\
=\sum_{\alpha} \int_{G} q_{\alpha}\left(z^{-1}\right) \kappa_{1, x}(z) \pi(z)^{*} d z X_{x}^{\alpha} \sigma_{2}(x, \pi) \\
=\sum_{\alpha} \Delta^{\alpha} \sigma_{1}(x, \pi) X_{x}^{\alpha} \sigma_{2}(x, \pi)
\end{gathered}
$$

We will show that in fact these formal manipulations effectively give the asympotitcs, see Corollary 5.5.8. From Theorem 5.2.22, we know that if $\sigma_{1} \in S_{\rho, \delta}^{m_{1}}$, $\sigma_{2} \in S_{\rho, \delta}^{m_{2}}$ then

$$
\begin{equation*}
\Delta^{\alpha} \sigma_{1} X_{x}^{\alpha} \sigma_{2} \in S_{\rho, \delta}^{m_{1}+m_{2}-(\rho-\delta)[\alpha]} \tag{5.46}
\end{equation*}
$$

The main problem with the informal approach above is that one needs to estimate the remainder

$$
\sigma_{1} \circ \sigma_{2}-\sum_{[\alpha] \leq M} \Delta^{\alpha} \sigma_{1} X_{x}^{\alpha} \sigma_{2}
$$

We will first show how to estimate this remainder in the case of $\rho>\delta$ using the following property.

Lemma 5.5.5. We fix a positive Rockland operator of homogeneous degree $\nu$. Let $m_{1}, m_{2} \in \mathbb{R}, 1 \geq \rho \geq \delta \leq 0$ with $\rho \neq 0$ and $\delta \neq 1, \beta_{0} \in \mathbb{N}_{0}^{n}$, and $M, M_{1} \in \mathbb{N}_{0}$. We assume that

$$
\left\{\begin{array}{l}
\frac{m_{2}+\delta\left(c_{\beta_{0}}+v_{n}\right)}{1-\delta} \leq \nu M_{1}<M-Q-m_{1}-\delta\left[\beta_{0}\right]+\rho\left(Q+v_{1}\right)  \tag{5.47}\\
m_{2}+\delta\left(c_{\beta_{0}}+v_{n}+M\right) \leq \nu M_{1}<-Q-m_{1}-\delta\left[\beta_{0}\right]+\rho(Q+M)
\end{array}\right.
$$

where

$$
c_{\beta_{0}}:=\max _{\substack{\left[\beta_{02}\right] \leq\left[\beta_{0}\right] \\\left[\beta^{\prime}\right] \geq\left[\beta_{02}\right],\left|\beta^{\prime}\right| \geq\left|\beta_{02}\right|}}\left[\beta^{\prime}\right] .
$$

If $M \geq \nu M_{1}$, only the second condition may be assumed.
Then there exist a constant $C>0$, and two pseudo-norms $\|\cdot\|_{S_{\rho, \delta}^{m_{1}, R}, a_{1}, b_{1}}$, $\|\cdot\|_{S_{\rho, \delta}^{m_{2}}, 0, b_{2}, 0}$, such that for any $\sigma_{1}, \sigma_{2} \in S^{-\infty}$ and any $(x, \pi) \in G \times \widehat{G}$ we have

$$
\begin{aligned}
& \left\|X_{x}^{\beta_{0}}\left(\sigma_{1} \circ \sigma_{2}(x, \pi)-\sum_{[\alpha] \leq M} \Delta^{\alpha} \sigma_{1}(x, \pi) X_{x}^{\alpha} \sigma_{2}(x, \pi)\right)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \leq C\left\|\sigma_{1}\right\|_{S_{\rho, \delta}^{m_{1}, R}, a_{1}, b_{1}}\left\|\sigma_{2}\right\|_{S_{\rho, \delta}^{m_{2}}, 0, b_{2}, 0}
\end{aligned}
$$

In the proof of Lemma 5.5.5, we will use the following easy consequence of the estimates of the kernels given in Theorem 5.2.22.

Lemma 5.5.6. Let $\sigma \in S_{\rho, \delta}^{m}$ with $1 \geq \rho \geq \delta \geq 0$ with $\rho \neq 0$. We denote by $\kappa_{x}$ its associated kernel. For any $\gamma \in \mathbb{R}$, if $\gamma+Q>\max \left(\frac{m+Q}{\rho}, 0\right)$ then there exist a constant $C>0$ and a seminorm $\|\cdot\|_{S_{\rho, \delta}^{m}, a, b, c}$ such that

$$
\int_{G}|z|^{\gamma}\left|\kappa_{x}(z)\right| d z \leq C\|\sigma\|_{S_{\rho, \delta}^{m}, a, b, c}
$$

We may replace $\|\cdot\|_{S_{\rho, \delta}^{m}, a, b, c}$ with $\|\cdot\|_{S_{\rho, \delta}^{m, R}, a, b}$.
Proof of Lemma 5.5.6. We keep the notation and the statement and write

$$
\int_{G}|z|^{\gamma}\left|\kappa_{x}(z)\right| d z=\int_{|z| \geq 1}+\int_{|z|<1}
$$

The estimate for large $|z|$ given in Theorem 5.4.1 easily implies that the integral $\int_{|z| \geq 1}$ is bounded up to a constant of $\gamma, m, \rho, \delta$, by a seminorm of $\sigma$. The estimate for small $|z|$ yield

$$
\int_{|z| \leq 1}|z|^{\gamma}\left|\kappa_{x}(z)\right| d z \lesssim \begin{cases}\int_{|z| \leq 1}|z|^{\gamma-\frac{m+Q}{\rho}} d z & \text { if } m+Q>0 \\ \int_{|z| \leq 1}|z|^{\gamma}|\ln | z| | d z & \text { if } m+Q=0 \\ \int_{|z| \leq 1}|z|^{\gamma} d z & \text { if } m+Q<0\end{cases}
$$

Using the polar change of coordinates yields the result.
Proof of Lemma 5.5.5, case $\beta_{0}=0$. By Lemma 5.5.4 and the observations that follow, we have

$$
\begin{aligned}
& \sigma(x, \pi)-\sum_{[\alpha] \leq M} \Delta^{\alpha} \sigma_{1}(x, \pi) X_{x}^{\alpha} \sigma_{2}(x, \pi) \\
& \quad=\int_{G} \kappa_{1, x}(z) \pi(z)^{*}\left(\sigma_{2}\left(x z^{-1}, \pi\right)-\sum_{[\alpha] \leq M} q_{\alpha}\left(z^{-1}\right) X_{x}^{\alpha} \sigma_{2}(x, \pi)\right) d z \\
& \quad=\int_{G} \kappa_{1, x}(z) \pi(z)^{*} R_{x, M}^{\sigma_{2}(\cdot, \pi)}\left(z^{-1}\right) d z
\end{aligned}
$$

where $R_{x, M}^{\sigma_{2}(\cdot, \pi)}$ denotes the remainder of the (vector-valued) Taylor expansion of $v \mapsto \sigma_{2}(x v, \pi)$ of order $M$ at 0 . We now introduce powers of $\pi(\mathrm{I}+\mathcal{R})$ near $\pi(z)^{*}$

$$
\pi(z)^{*}=\pi(z)^{*} \pi(\mathrm{I}+\mathcal{R})^{M_{1}} \pi(\mathrm{I}+\mathcal{R})^{-M_{1}}=\bar{\sum}_{[\beta] \leq \nu M_{1}} \pi(z)^{*} \pi(X)^{\beta} \pi(\mathrm{I}+\mathcal{R})^{-M_{1}}
$$

and we notice that

$$
\begin{equation*}
\pi(z)^{*} \pi(X)^{\beta}=(-1)^{|\beta|}\left(\pi(X)^{\beta} \pi(z)\right)^{*}=(-1)^{|\beta|}\left(\tilde{X}_{z}^{\beta} \pi(z)\right)^{*} \tag{5.48}
\end{equation*}
$$

We integrate by parts and obtain

$$
\begin{aligned}
\sigma(x, \pi) & -\sum_{[\alpha] \leq M} \Delta^{\alpha} \sigma_{1}(x, \pi) X_{x}^{\alpha} \sigma_{2}(x, \pi) \\
& =\sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right] \leq \nu M_{1}} \int_{G} \tilde{X}_{z_{1}=z}^{\beta_{1}} \kappa_{1, x}\left(z_{1}\right) \pi(z)^{*} \tilde{X}_{z_{2}=z}^{\beta_{2}} R_{x, M}^{\pi(\mathrm{I}+\mathcal{R})^{-M_{1}} \sigma_{2}(\cdot, \pi)}\left(z_{2}^{-1}\right) d z \\
& =\sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right] \leq \nu M_{1}} \int_{G} \tilde{X}_{z_{1}=z}^{\beta_{1}} \kappa_{1, x}\left(z_{1}\right) \pi(z)^{*} R_{x, M-\left[\beta_{2}\right]}^{\pi(\mathrm{I}+\mathcal{R})^{-M_{1}} X^{\beta_{2}} \sigma_{2}(\cdot, \pi)}\left(z^{-1}\right) d z
\end{aligned}
$$

by Lemma 3.1.50. Taking the operator norm, we have

$$
\begin{aligned}
& \left\|\sigma(x, \pi)-\sum_{[\alpha] \leq M} \Delta^{\alpha} \sigma_{1}(x, \pi) X_{x}^{\alpha} \sigma_{2}(x, \pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \lesssim \sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right] \leq \nu M_{1}} \int_{G}\left|\tilde{X}_{z_{1}=z}^{\beta_{1}} \kappa_{1, x}\left(z_{1}\right)\right|\left\|R_{x, M-\left[\beta_{2}\right]}^{\pi(\mathrm{I}+\mathcal{R})^{-M_{1}} X^{\beta_{2}} \sigma_{2}(\cdot, \pi)}\left(z^{-1}\right)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} d z
\end{aligned}
$$

The adapted statement of Taylor's estimates remains valid for vector-valued function, see Theorem 3.1.51 and Remark 3.1.52 (3), so we have

$$
\begin{aligned}
& \left\|R_{x, M-\left[\beta_{2}\right]}^{\pi(\mathrm{I}+\mathcal{R})^{-M_{1}} X^{\beta_{2}} \sigma_{2}(\cdot, \pi)}\left(z^{-1}\right)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \lesssim \sum_{\substack{|\gamma| \leq\left\lceil\left(M-\left[\beta_{2}\right]\right]_{+}\right]+1 \\
[\gamma]>\left(M-\left[\beta_{2}\right]\right)+}}|z|^{[\gamma]} \sup _{x_{1} \in G}\left\|\pi(\mathrm{I}+\mathcal{R})^{-M_{1}} X_{x_{1}}^{\gamma} X_{x_{1}}^{\beta_{2}} \sigma_{2}\left(x_{1}, \pi\right)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} .
\end{aligned}
$$

We have obtained that

$$
\begin{aligned}
& \left\|\sigma(x, \pi)-\sum_{\substack{[\alpha] \leq M}} \Delta^{\alpha} \sigma_{1}(x, \pi) X_{x}^{\alpha} \sigma_{2}(x, \pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \lesssim \sum_{\substack{[\gamma]>\left(M-\left[\beta_{2}\right]\right)+\\
|\gamma| \leq\left\lceil\left(M-\left[\beta_{2}\right]\right)+\right\rfloor+1}} \int_{G}|z|^{[\gamma]}\left|\tilde{X}_{z_{1}=z}^{\beta_{1}} \kappa_{1, x}\left(z_{1}\right)\right| d z \\
& \quad \sup _{x_{1} \in G}\left\|\pi(\mathrm{I}+\mathcal{R})^{-M_{1}} X_{x_{1}}^{\gamma} X_{x_{1}}^{\beta_{2}} \sigma_{2}\left(x_{1}, \pi\right)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} .
\end{aligned}
$$

If $M-\left[\beta_{2}\right] \leq 0$, the integrals above are finite by Lemma 5.5.6 and the suprema are bounded by a $S_{\rho, \delta}^{m_{2}}$-seminorm in $\sigma_{2}$ when

$$
\left\{\begin{array}{l}
m_{1}+\left[\beta_{1}\right]+Q<\rho\left(Q+v_{1}\right) \\
-\nu M_{1}+m_{2}+\delta\left(v_{n}+\left[\beta_{2}\right]\right) \leq 0
\end{array}\right.
$$

and it suffices

$$
\left\{\begin{array}{l}
m_{1}+\nu M_{1}-M+Q<\rho\left(Q+v_{1}\right) \\
-\nu M_{1}+m_{2}+\delta\left(v_{n}+\nu M_{1}\right) \leq 0
\end{array}\right.
$$

If $M-\left[\beta_{2}\right]>0$, the integrals above are finite by Lemma 5.5.6 and the suprema are bounded by a $S_{\rho, \delta}^{m_{2}}$-seminorm in $\sigma_{2}$ when

$$
\left\{\begin{array}{l}
m_{1}+\left[\beta_{1}\right]+Q<\rho(Q+[\gamma]) \\
-\nu M_{1}+m_{2}+\delta\left([\gamma]+\left[\beta_{2}\right]\right) \leq 0
\end{array}\right.
$$

and it suffices

$$
\left\{\begin{array}{l}
m_{1}+\nu M_{1}+Q<\rho(Q+M) \\
-\nu M_{1}+m_{2}+\delta\left(v_{n}+M\right) \leq 0
\end{array}\right.
$$

Our conditions on $M$ and $M_{1}$ ensure that the sufficient conditions above are satisfied. Collecting the various estimates yields the statement in the case $\rho \neq 0$ and $\beta_{0}=0$.

Proof of Lemma 5.5.5, general case. Using Formula (5.45), the Leibniz property for left invariant vector fields easily implies that

$$
X_{x}^{\beta_{0}} \sigma_{1} \circ \sigma_{2}(x, \pi)=\sum_{\left[\beta_{01}\right]+\left[\beta_{02}\right]=\left[\beta_{0}\right]} \int_{G} X_{x}^{\beta_{01}} \kappa_{1, x}(z) \pi(z)^{*} X_{x_{2}=x}^{\beta_{02}} \sigma_{2}\left(x_{2} z^{-1}, \pi\right) d z
$$

Proceeding as in the case $\beta_{0}=0$, we have

$$
\begin{aligned}
& X_{x}^{\beta_{0}}\left(\sigma_{1} \circ \sigma_{2}(x, \pi)-\sum_{[\alpha] \leq M} \Delta^{\alpha} \sigma_{1}(x, \pi) X_{x}^{\alpha} \sigma_{2}(x, \pi)\right) \\
& \quad=\sum_{\left[\beta_{01}\right]+\left[\beta_{02}\right]=\left[\beta_{0}\right]} \int_{G} X_{x}^{\beta_{01}} \kappa_{1, x}(z) \pi(z)^{*} R_{0, M}^{X_{x_{2}=x}^{\beta_{0}{ }_{0}} \sigma_{2}\left(x_{2} \cdot, \pi\right)}\left(z^{-1}\right) d z
\end{aligned}
$$

Introducing the powers of $\pi(\mathrm{I}+\mathcal{R})$, each integral on the right-hand side above is equal to

$$
\begin{align*}
\sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right] \leq \nu M_{1}} & \int_{G} \tilde{X}_{z_{1}=z}^{\beta_{1}} X_{x}^{\beta_{01}} \kappa_{1, x}\left(z_{1}\right) \pi(z)^{*} \\
& R_{0, M-\left[\beta_{2}\right]}^{\pi(\mathrm{I}+\mathcal{R})^{-M_{1}} X_{x_{2}=x}^{\beta_{02}} X^{\beta_{2}} \sigma_{2}\left(x_{2} \cdot, \pi\right)}\left(z^{-1}\right) d z \tag{5.49}
\end{align*}
$$

by Corollary 3.1.53. We use a more precise version for the Taylor remainder than in the proof of the case $\beta_{0}=0$ :

$$
\begin{aligned}
& \left\|R_{0, M-\left[\beta_{2}\right]}^{\pi(\mathrm{I}+\mathcal{R})^{-M_{1}}} X_{x_{2}=x}^{\beta_{02} X^{\beta_{2}} \sigma_{2}\left(x_{2} \cdot, \pi\right)}\left(z^{-1}\right)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \leq C_{M} \sum_{\substack{[\gamma]>\left(M-\left[\beta_{2}\right]\right)+\\
|\gamma| \leq\left\lceil\left(M-\left[\beta_{2}\right]\right)+\right\rfloor+1}}|z|^{[\gamma]} S\left(z, M_{1}, \gamma, \beta_{02}, \beta_{2}\right),
\end{aligned}
$$

where $S\left(z, M_{1}, \gamma, \beta_{02}, \beta_{2}\right)$ denotes the supremum

$$
S\left(z, M_{1}, \gamma, \beta_{02}, \beta_{2}\right):=\sup _{|y| \leq \eta^{\lceil M\rfloor+1}|z|}\left\|\pi(\mathrm{I}+\mathcal{R})^{-M_{1}} X_{y}^{\beta} X_{x_{2}=x}^{\beta_{02}} X_{y}^{\beta_{2}} \sigma_{2}\left(x_{2} y, \pi\right)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}
$$

For any reasonable function $f: G \rightarrow \mathbb{C}$, the definitions of left and right-invariant vector fields imply

$$
\begin{equation*}
X_{x}^{\beta} f(x y)=\tilde{X}_{y}^{\beta} f(x y) \tag{5.50}
\end{equation*}
$$

and the properties of left or right-invariant vector fields (see Section 3.1.5) then yield

$$
\begin{equation*}
X_{x}^{\beta} f(x y)=\tilde{X}_{y}^{\beta} f(x y)=\sum_{\substack{\left|\beta^{\prime}\right| \leq|\beta| \\\left[\beta^{\prime}\right] \geq[\beta]}} Q_{\beta, \beta^{\prime}}(y) X_{y}^{\beta^{\prime}} f(x y), \tag{5.51}
\end{equation*}
$$

where $Q_{\beta, \beta^{\prime}}$ are $\left(\left[\beta^{\prime}\right]-[\beta]\right)$-homogeneous polynomials. Therefore

$$
S\left(z, M_{1}, \gamma, \beta_{02}, \beta_{2}\right) \underset{\substack{\left[\beta_{0}^{\prime}\right] \geq\left[\beta_{02}\right] \\\left|\beta_{2}^{\prime}\right| \leq\left|\beta_{02}\right|}}{ }|z|^{\left[\beta_{02}^{\prime}\right]-\left[\beta_{02}\right]} \tilde{S}\left(M_{1},[\gamma]+\left[\beta_{02}^{\prime}\right]+\left[\beta_{2}\right]\right),
$$

where $\tilde{S}\left(M_{1},\left[\beta_{0}\right]\right)$ denotes the supremum

$$
\tilde{S}\left(M_{1},\left[\beta_{0}\right]\right):=\sup _{\left[\gamma^{\prime}\right]=\left[\beta_{0}\right]} \sup _{x_{1} \in G}\left\|\pi(\mathrm{I}+\mathcal{R})^{-M_{1}} X_{x_{1}}^{\gamma^{\prime}} \sigma_{2}\left(x_{1}, \pi\right)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}
$$

We then obtain that (5.49) is bounded up to a constant by

$$
\begin{aligned}
& \sum_{\substack{\left[\beta_{1}\right]+\left[\beta_{2}\right] \leq \nu M_{1}}} \int_{G}\left|\tilde{X}_{z_{1}=z}^{\beta_{1}} X_{x}^{\beta_{01}} \kappa_{1, x}\left(z_{1}\right)\right| \sum_{\substack{[\gamma]>\left(M-\left[\beta_{2}\right]\right)_{+} \\
|\gamma| \leq\left[\left(M-\left[\beta_{2}\right]\right)+\right\rfloor+1}} \mid z[\gamma] \\
& \sum_{\substack{\left.\left[\beta_{02}^{\prime}\right] \geq\left[\beta_{02}\right] \\
\mid \beta_{02}^{\prime}\right] \leq\left|\beta_{02}\right|}}|z|^{\left[\beta_{02}^{\prime}\right]-\left[\beta_{02}\right]} \tilde{S}\left(M_{1},[\gamma]+\left[\beta_{02}^{\prime}\right]+\left[\beta_{2}\right]\right) d z .
\end{aligned}
$$

We conclude in the same way as in the case $\beta_{0}=0$.
To take into account the difference operator, we will use the following observation.

Lemma 5.5.7. Let $\sigma_{1}, \sigma_{2} \in S^{-\infty}$. For any $\alpha \in \mathbb{N}_{0}^{n}, \Delta^{\alpha}\left(\sigma_{1} \circ \sigma_{2}\right)$ is a linear combination independent of $\sigma_{1}, \sigma_{2}$ of $\left(\Delta^{\alpha_{1}} \sigma_{1}\right) \circ\left(\Delta^{\alpha_{2}} \sigma_{2}\right)$, over $\alpha_{1}, \alpha_{2} \in \mathbb{N}_{0}^{n}$ satisfying $\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]$. It is the same linear combination as in the Leibniz rule (5.28).
Proof of Lemma 5.5.7. We keep the notation of Lemma 5.5.4 and adapt the proof of the Leibniz rule for $\Delta^{\alpha}$ given in Proposition 5.2.10. By Proposition 5.2.3 (4), we have

$$
\begin{aligned}
\tilde{q}_{\alpha}(y) \kappa_{x}(y) & =\int_{G} \tilde{q}_{\alpha}\left(y z^{-1} z\right) \kappa_{2, x z^{-1}}\left(y z^{-1}\right) \kappa_{1, x}(z) d z \\
& =\sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]} \int_{G} \tilde{q}_{\alpha_{2}}\left(y z^{-1}\right) \kappa_{2, x z^{-1}}\left(y z^{-1}\right) \tilde{q}_{\alpha_{1}}(z) \kappa_{1, x}(z) d z
\end{aligned}
$$

where $\bar{\sum}$ denotes a linear combination. Lemma 5.5.4 implies easily the statement.

Proof of Theorem 5.5.3 with $\rho>\delta$. We assume $\rho>\delta$. We fix a positive Rockland operator $\mathcal{R}$ of homogeneous degree $\nu$. Let us show that for any $\alpha_{0}, \beta_{0} \in \mathbb{N}_{0}^{n}$, and $M_{0} \in \mathbb{N}$, there exists $M \geq M_{0}$, a constant $C>0$ and seminorms $\|\cdot\|_{S_{\rho, \delta}^{m_{1}, R}, a_{1}, b_{1}}$, $\|\cdot\|_{S_{\rho, \delta}^{m}, a_{2}, b_{2}, c_{2}}$ such that for any $\sigma_{1}, \sigma_{2} \in S^{-\infty}$ we have

$$
\begin{array}{r}
\left\|X_{x}^{\beta_{0}} \Delta^{\alpha_{0}} \tau_{M}(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{m-(\rho-\delta) M_{0}-\rho\left[\alpha_{0}\right]+\delta\left[\beta_{0}\right]}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
\leq C\left\|\sigma_{1}\right\|_{S_{\rho, \delta}^{m_{1}, R}, a_{1}, b_{1}}\left\|\sigma_{2}\right\|_{S_{\rho, \delta}^{m_{2}, a_{2}, b_{2}, c_{2}}} \tag{5.52}
\end{array}
$$

where we have denoted $m=m_{1}+m_{2}$ and

$$
\tau_{M}:=\sigma_{1} \circ \sigma_{2}-\sum_{[\alpha] \leq M} \Delta^{\alpha} \sigma_{1} X_{x}^{\alpha} \sigma_{2}
$$

By Lemma 5.5.7, it suffices to show (5.52) only for $\alpha_{0}=0$.
Let $\beta_{0} \in \mathbb{N}_{0}$ and $M_{0} \in \mathbb{N}$. We fix $m_{2}^{\prime}:=-m_{1}+(\rho-\delta) M_{0}-\delta\left[\beta_{0}\right]$. As $\rho>\delta$, we can find $M \geq \max \left(M_{0}, v_{1}\right)$ such that

$$
\left(-Q-m_{1}-\delta\left[\beta_{0}\right]+\rho(Q+M)\right)-\left(m_{2}^{\prime}+\delta\left(c_{\beta_{0}}+v_{n}+M\right)\right) \geq \nu
$$

This shows that we can find $M_{1}$ satisfying the second condition in (5.47) for $m_{1}, m_{2}^{\prime}$ and therefore also the first. Hence we can apply Lemma 5.5 .5 to $M, M_{1}$ and the symbols $\sigma_{1}$ and $\sigma_{2} \pi(\mathrm{I}+\mathcal{R})^{-\frac{m-(\rho-\delta) M_{0}+\delta\left[\beta_{0}\right]}{\nu}}$, with orders $m_{1}$ and $m_{2}^{\prime}$. The left-hand side of (5.52) is then bounded up to a constant by

$$
\begin{array}{r}
\left\|\sigma_{1}\right\|_{S_{\rho, \delta}^{m_{1}, R}, a_{1}, b_{1}}\left\|\sigma_{2} \pi(\mathrm{I}+\mathcal{R})^{-\frac{m-(\rho-\delta) M_{0}+\delta\left[\beta_{0}\right]}{\nu}}\right\|_{S_{\rho, \delta}^{m_{2}^{\prime}}, 0, b_{2}, 0} \\
\lesssim\left\|\sigma_{1}\right\|_{S_{\rho, \delta}^{m_{1}, R}, a_{1}, b_{1}}\left\|\sigma_{2}\right\|_{S_{\rho, \delta}^{m_{2}}, 0, b_{2}, c_{2}}
\end{array}
$$

Hence (5.52) is proved.
Using (5.46), classical considerations imply that (5.52) yield that for any $M_{0} \in \mathbb{N}_{0}$, and any seminorm $\|\cdot\|_{S_{\rho, \delta}^{m-M_{0}(\rho-\delta), R}, a, b}$, there exist a constant $C>0$ and two seminorms $\|\cdot\|_{S_{\rho, \delta}^{m_{1}, R}, a_{1}, b_{1}},\|\cdot\|_{S_{\rho, \delta}^{m_{2}}, a_{2}, b_{2}, c_{2}}$ such that for any $\sigma_{1}, \sigma_{2} \in S^{-\infty}$ we have

$$
\begin{equation*}
\left\|\tau_{M_{0}}\right\|_{S_{\rho, \delta}^{m-M_{0}(\rho-\delta), R}, a, b} \leq C\left\|\sigma_{1}\right\|_{S_{\rho, \delta}^{m_{1}, R}, a_{1}, b_{1}}\left\|\sigma_{2}\right\|_{S_{\rho, \delta}^{m_{2}}, a_{2}, b_{2}, c_{2}} \tag{5.53}
\end{equation*}
$$

In Section 5.5.4, we will see that for any seminorm $\|\cdot\|_{S_{p, \delta}^{\tilde{m}}, \tilde{a}, \tilde{b}, \tilde{c}}$ there exist a constant $C>0$ and a seminorm $\|\cdot\|_{S_{\rho, \delta}^{m, R}, a, b}$ such that

$$
\begin{equation*}
\forall \sigma \in S^{-\infty} \quad\|\sigma\|_{S_{\rho, \delta}^{\tilde{c}}, \tilde{a}, \tilde{b}, \tilde{c}} \leq C\|\sigma\|_{S_{p, \delta}^{\tilde{m}, R}, a, b} \tag{5.54}
\end{equation*}
$$

Inequalities (5.54) together with (5.53) and Lemma 5.4 .11 (to pass from $S^{-\infty}$ to $\left.S_{\rho, \delta}^{m_{1}}, S_{\rho, \delta}^{m_{2}}\right)$ conclude the proof of Theorem 5.5.3 in the case $\rho>\delta$.

Note that the proof of the case $\rho>\delta$ above also shows:
Corollary 5.5.8. We assume $1 \geq \rho>\delta \geq 0$. If $\sigma_{1} \in S_{\rho, \delta}^{m_{1}}$ and $\sigma_{2} \in S_{\rho, \delta}^{m_{2}}$, then there exists a unique symbol $\sigma$ in $S_{\rho, \delta}^{m}, m=m_{1}+m_{2}$, such that

$$
\begin{equation*}
\mathrm{Op}(\sigma)=\mathrm{Op}\left(\sigma_{1}\right) \operatorname{Op}\left(\sigma_{2}\right) \tag{5.55}
\end{equation*}
$$

Moreover, for any $M \in \mathbb{N}_{0}$, we have

$$
\begin{equation*}
\left\{\sigma-\sum_{[\alpha] \leq M} \Delta^{\alpha} \sigma_{1} X_{x}^{\alpha} \sigma_{2}\right\} \in S_{\rho, \delta}^{m-(\rho-\delta) M} \tag{5.56}
\end{equation*}
$$

Furthermore, the mapping

$$
\left\{\begin{aligned}
& S_{\rho, \delta}^{m} \longrightarrow \\
& S_{\rho, \delta}^{m-(\rho-\delta) M} \\
& \sigma \longmapsto\left\{\sigma-\sum_{[\alpha] \leq M} \Delta^{\alpha} \sigma_{1} X_{x}^{\alpha} \sigma_{2}\right\}
\end{aligned}\right.
$$

is continuous.
Consequently, we can also write

$$
\begin{equation*}
\sigma \sim \sum_{j=0}^{\infty}\left(\sum_{[\alpha]=j} \Delta^{\alpha} \sigma_{1} X_{x}^{\alpha} \sigma_{2}\right) \tag{5.57}
\end{equation*}
$$

in the sense of an asymptotic expansion as in Definition 5.5.2.
The case $\rho=\delta$ is more delicate to prove but relies on the same kind of arguments as above. If $\rho=\delta$, the asymptotic formula (5.56) does not bring any improvement and, in this sense, is not interesting.

We will need the following variation of the properties given in Lemma 5.5.6 obtained using Corollary 5.4.3 instead of Theorem 5.4.1.
Lemma 5.5.9. Let $\sigma \in S_{\rho, \delta}^{m}$ with $1 \geq \rho \geq \delta \geq 0$. We denote by $\kappa_{x}$ its associated kernel. Let $\gamma \geq 0$ and $m<-Q$. Then there exist a constant $C>0$ and a seminorm $\|\cdot\|_{S_{\rho, \delta}^{m}, a, b, c}$ such that

$$
\int_{G}|z|^{\gamma}\left|\kappa_{x}(z)\right| d z \leq C\|\sigma\|_{S_{\rho, \delta}^{m}, a, b, c}
$$

We may replace $\|\cdot\|_{S_{\rho, \delta}^{m}, a, b, c}$ with $\|\cdot\|_{S_{\rho, \delta}^{m, R}, a, b}$
Proof of Lemma 5.5.9. By Part 2 of Corollary 5.4.3, $z \mapsto\left|\kappa_{x}(z)\right|$ is a continuous bounded function if $m-\rho \gamma<-Q$ hence the integral $\int_{|z|<1}|z|^{\gamma}\left|\kappa_{x}(z)\right| d z$ is finite. By the Cauchy-Schwartz inequality, we have

$$
\begin{aligned}
\int_{|z|>1}|z|^{\gamma}\left|\kappa_{x}(z)\right| d z & \leq \sqrt{\int_{|z|>1}|z|^{-Q-\frac{1}{2}}} \sqrt{\int_{|z|>1}|z|^{2 \gamma+Q+\frac{1}{2}}\left|\kappa_{x}(z)\right|^{2} d z} \\
& \lesssim \sum_{[\alpha]=M}\left\|\tilde{q}_{\alpha} \kappa_{x}\right\|_{L^{2}(G)}
\end{aligned}
$$

where $M / 2 \in \mathbb{N}$ is the smallest integer divisible by $v_{1}, \ldots, v_{n}$ satisfying $M \geq$ $2 \gamma+Q+\frac{1}{2}$, having chosen (3.21) with $p=M$ for quasi-norm. By Part 1 of Corollary 5.4.3, the sum above is finite when $m-\rho M<-Q / 2$, which holds true.

Using Lemma 5.5.9 instead of Lemma 5.5.6 in the proof of Lemma 5.5.10 produces the following result.
Lemma 5.5.10. We fix a positive Rockland operator of homogeneous degree $\nu$. Let $m_{1} \in \mathbb{R}, 1 \geq \rho \geq \delta \leq 0$ with $\delta \neq 1, \beta_{0} \in \mathbb{N}_{0}^{n}$, and $M, M_{1} \in \mathbb{N}_{0}$. We assume that

$$
\left\{\begin{array}{l}
m_{1}+\nu M_{1}<-Q \\
-\nu M_{1}+m_{2}+\delta\left(c_{\beta_{0}}+v_{n}+\max \left(\nu M_{1}, M\right)\right) \leq 0
\end{array}\right.
$$

where

$$
c_{\beta_{0}}:=\max _{\substack{\left[\beta_{02}\right] \leq\left[\beta_{0}\right] \\\left[\beta^{\prime}\right] \geq\left[\beta_{02}\right],\left|\beta^{\prime}\right| \geq\left|\beta_{02}\right|}}\left[\beta^{\prime}\right] .
$$

Then there exist a constant $C>0$, and two seminorms $\|\cdot\|_{S_{\rho, \delta}^{m_{1}, R}, a_{1}, b_{1}}, \| \cdot$ $\|_{S_{p, \delta}^{m_{2}}, 0, b_{2}, 0}$, such that for any $\sigma_{1}, \sigma_{2} \in S^{-\infty}$ and any $(x, \pi) \in G \times \widehat{G}$ we have

$$
\begin{aligned}
& \left\|X_{x}^{\beta_{0}}\left(\sigma_{1} \circ \sigma_{2}(x, \pi)-\sum_{[\alpha] \leq M} \Delta^{\alpha} \sigma_{1}(x, \pi) X_{x}^{\alpha} \sigma_{2}(x, \pi)\right)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \leq C\left\|\sigma_{1}\right\|_{S_{\rho, \delta}^{m_{1}, R}, a_{1}, b_{1}}\left\|\sigma_{2}\right\|_{S_{\rho, \delta}^{m_{2}}, 0, b_{2}, 0}
\end{aligned}
$$

The details of the proof of Lemma 5.5.10 are left to the reader. The first inequality in the statement just above shows that we will require the ability to choose $m_{1}$ as negative as one wants. We can do this thanks to the following remark:
Lemma 5.5.11. Let $\sigma_{1}, \sigma_{2} \in S^{-\infty}$. For any $X \in \mathfrak{g}$ and any $\sigma_{1}, \sigma_{2} \in S^{-\infty}$, we have

$$
\left(\sigma_{1} \pi(X)\right) \circ \sigma_{2}=\sigma_{1} \circ\left(X_{x} \sigma_{2}\right)+\sigma_{1} \circ\left(\pi(X) \sigma_{2}\right)
$$

More generally, for any $\beta \in \mathbb{N}_{0}^{n}$, we have

$$
\left\{\sigma_{1} \pi(X)^{\beta}\right\} \circ \sigma_{2}=\sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right]=[\beta]} \sigma_{1} \circ\left\{\pi(X)^{\beta_{1}} X_{x}^{\beta_{2}} \sigma_{2}\right\}
$$

where $\bar{\sum}$ denotes a linear combination independent of $\sigma_{1}, \sigma_{2}$.
Note that in the expression above, $\pi(X)^{\beta_{1}}$ and $X_{x}^{\beta_{2}}$ commute.
Proof of Lemma 5.5.7. We keep the notation of Lemma 5.5.4. Using integration by parts and the Leibniz formula, we obtain

$$
\begin{aligned}
& \left(\sigma_{1} \pi(X)\right) \circ \sigma_{2}(x, \pi)=\int_{G} \tilde{X}_{z_{1}=z} \kappa_{1, x}\left(z_{1}\right) \pi(z)^{*} \sigma_{2}\left(x z^{-1}, \pi\right) d z \\
& \quad=-\int_{G} \kappa_{1, x}(z)\left(\tilde{X}_{z_{1}=z} \pi\left(z_{1}\right)^{*} \sigma_{2}\left(x z^{-1}, \pi\right)+\pi(z)^{*} \tilde{X}_{z_{2}=z} \sigma_{2}\left(x z_{2}^{-1}, \pi\right)\right) d z \\
& \quad=\int_{G} \kappa_{1, x}(z)\left(\pi(z)^{*} \pi(X) \sigma_{2}\left(x z^{-1}, \pi\right)+\pi(z)^{*} X_{x_{2}=x z^{-1}} \sigma_{2}\left(x_{2}, \pi\right)\right) d z
\end{aligned}
$$

This shows the first formula. The next formula is obtained recursively.
We can now sketch the proof of Theorem 5.5.3 in the case $\rho=\delta$.
Sketch of the proof of Theorem 5.5.3 with $\rho=\delta$. We assume $\rho=\delta \in[0,1)$. Writing $\sigma_{1}=\sigma_{1} \pi(\mathrm{I}+\mathcal{R})^{-N} \pi(\mathrm{I}+\mathcal{R})^{N}$ and using Lemma 5.5.11, it suffices to prove (5.52) for $m_{1}$ as negative as one wants. We proceed as in the proof of the case $\rho>\delta$ replacing Lemma 5.5.5 with Lemma 5.5.10. The details are left to the reader.

### 5.5.3 Adjoint of a pseudo-differential operator

Here we prove that the classes $\Psi_{\rho, \delta}^{m}$ are stable under taking the formal adjoints of operators.

Theorem 5.5.12. We assume $1 \geq \rho \geq \delta \geq 0$ with $\delta \neq 1$ and $m \in \mathbb{R}$. If $T \in \Psi_{\rho, \delta}^{m}$ then its formal adjoint $T^{*}$ is also in $\Psi_{\rho, \delta}^{m}$. Moreover, the mapping $T \mapsto T^{*}{ }^{\rho, \delta}$ is continuous on $\Psi_{\rho, \delta}^{m}$.

Recall that the formal adjoint of an operator $T: \mathcal{S}(G) \rightarrow \mathcal{S}^{\prime}(G)$ is the operator $T^{*}: \mathcal{S}(G) \rightarrow \mathcal{S}^{\prime}(G)$ defined by

$$
\forall \phi, \psi \in \mathcal{S}(G) \quad \int_{G} T \phi(x) \overline{\psi(x)} d x=\int_{G} \phi(x) \overline{T^{*} \psi(x)} d x
$$

We observe that the operator $T=\mathrm{Op}(\sigma) \in \Psi_{\rho, \delta}^{m}$ maps $\mathcal{S}(G)$ to itself continuously (see Theorem 5.2.15) and therefore has a formal adjoint $T^{*}$.

Before beginning the proof of Theorem 5.5.12, let us point out some of its consequences.

Corollary 5.5.13. 1. We assume $1 \geq \rho \geq \delta \geq 0$ with $\delta \neq 1$, and $m \in \mathbb{R}$.
Any $T \in \Psi_{\rho, \delta}^{m}$ extends uniquely to a continuous operator on $\mathcal{S}^{\prime}(G)$. Furthermore the mapping $T \mapsto T$ from $\Psi_{\rho, \delta}^{m}$ to the space $\mathscr{L}\left(\mathcal{S}^{\prime}(G)\right)$ of continuous operators on $\mathcal{S}^{\prime}(G)$ is linear and continuous.
2. Any smoothing operator $T \in \Psi^{-\infty}$ maps continuously the space $\mathcal{E}^{\prime}(G)$ of compactly supported distributions to the Schwartz space $\mathcal{S}(G)$. Furthermore the mapping $T \mapsto T$ from $\Psi^{-\infty}$ to the space $\mathscr{L}\left(\mathcal{E}^{\prime}(G), \mathcal{S}(G)\right)$ of continuous mappings from $\mathcal{E}^{\prime}(G)$ to $\mathcal{S}(G)$ is linear and continuous.

Proof of Corollary 5.5.13. We admit Theorem 5.5.12 (whose proof is given below). The statement then follows by classical arguments of duality and Theorem 5.2.15 for Part 1, and Part 2 of Theorem 5.4.9 for Part 2.

Let us start the proof of Theorem 5.5 .12 by observing that the symbol $\sigma^{(*)}$ of the adjoint $T^{*}$ of $T=\operatorname{Op}(\sigma)$ is necessarily known and unique at least formally or under favourable conditions such as in the case of a smoothing operator:

Lemma 5.5.14. Let $\sigma \in S^{-\infty}$ and let $\kappa:(x, y) \mapsto \kappa_{x}(y)$ be its associated kernel. We set

$$
\kappa_{x}^{(*)}(y):=\bar{\kappa}_{x y^{-1}}\left(y^{-1}\right), \quad x, y \in G .
$$

Then $\kappa^{(*)}:(x, y) \mapsto \kappa_{x}^{(*)}(y)$ is smooth on $G \times G$ and for every $\alpha \in \mathbb{N}_{0}^{n}, x \mapsto X^{\alpha} \kappa_{x}^{(*)}$ is continuous from $G$ to $\mathcal{S}(G)$.

The symbol $\sigma^{(*)}$ defined via

$$
\sigma^{(*)}(x, \pi):=\mathcal{F}_{G}\left(\kappa_{x}^{(*)}\right)(\pi), \quad(x, \pi) \in G \times \widehat{G}
$$

is a smooth symbol in the sense of Definition 5.1 .34 and satisfies

$$
(\operatorname{Op}(\sigma))^{*}=\operatorname{Op}\left(\sigma^{(*)}\right)
$$

In particular, if $\sigma$ does not depend on $x$, then $\sigma^{(*)}=\sigma^{*}$.
Note that this operation is an involution since

$$
\kappa_{x}(y)=\bar{\kappa}_{x y^{-1}}^{(*)}\left(y^{-1}\right) .
$$

Recall that if $\sigma=\{\sigma(x, \pi),(x, \pi) \in G \times \widehat{G}\}$ then we have defined the adjoint symbol

$$
\sigma^{*}=\left\{\sigma(x, \pi)^{*},(x, \pi) \in G \times \widehat{G}\right\}
$$

(see Theorem 5.2.22). Hence we may write

$$
\sigma^{*}(x, \pi):=\sigma(x, \pi)^{*}
$$

Proof of Lemma 5.5.14. By Corollary 3.1.30, we have

$$
\begin{aligned}
& X_{x}^{\beta_{o}}\left\{\kappa_{x}^{(*)}(y)\right\}=X_{x}^{\beta_{o}}\left\{\bar{\kappa}_{x y^{-1}}\left(y^{-1}\right)\right\}=(-1)^{\left|\beta_{o}\right|} \tilde{X}_{y_{1}=y^{-1}}^{\beta_{o}}\left\{\bar{\kappa}_{x y_{1}}\left(y^{-1}\right)\right\} \\
& =(-1)^{\left|\beta_{o}\right|} \sum_{|\beta| \leq\left|\beta_{o}\right|,[\beta] \geq\left[\beta_{o}\right]} Q_{\beta_{o}, \beta}\left(y^{-1}\right) X_{y_{1}=y^{-1}}^{\beta}\left\{\bar{\kappa}_{x y_{1}}\left(y^{-1}\right)\right\} \\
& \quad=(-1)^{\left|\beta_{o}\right|} \sum_{|\beta| \leq\left|\beta_{o}\right|,[\beta] \geq\left[\beta_{o}\right]} Q_{\beta_{o}, \beta}\left(y^{-1}\right) X_{x_{1}=x y^{-1}}^{\beta}\left\{\bar{\kappa}_{x_{1}}\left(y^{-1}\right)\right\}
\end{aligned}
$$

where the $Q_{\beta_{o}, \beta}$ 's are $\left(\left[\beta_{o}\right]-[\beta]\right)$-homogeneous polynomials. The regularity of $\kappa$ described in Theorem 5.4.9 implies that $\kappa^{(*)}:(x, y) \mapsto \kappa_{x}^{(*)}(y)$ is smooth in $x$ and $y$ (but maybe not compactly supported in $x$ ), and it is also Schwartz in $y$ in such a way that all the mappings $G \ni x \mapsto X_{x}^{\alpha} \kappa_{x}^{(*)} \in \mathcal{S}(G)$ are continuous. Clearly $\sigma^{(*)}(x, \pi)=\pi\left(\kappa_{x}^{(*)}\right)$ defines a smooth symbol $\sigma^{(*)}$.

Let $\phi, \psi \in \mathcal{S}(G)$ and let $x \in G$. The regularity of $\kappa$ described in Theorem 5.4.9 justifies easily the following computations:

$$
\begin{aligned}
\int_{G}(\operatorname{Op}(\sigma) \phi)(x) \overline{\psi(x)} d x & =\int_{G} \phi * \kappa_{x}(x) \bar{\psi}(x) d x=\int_{G} \int_{G} \phi(z) \kappa_{x}\left(z^{-1} x\right) \bar{\psi}(x) d z d x \\
& =\int_{G} \int_{G} \phi(z) \bar{\kappa}_{x\left(z^{-1} x\right)^{-1}}^{(*)}\left(\left(z^{-1} x\right)^{-1}\right) \bar{\psi}(x) d z d x \\
& =\int_{G} \int_{G} \phi(z) \overline{\kappa_{z}^{(*)}\left(x^{-1} z\right) \psi(x)} d z d x \\
& =\int_{G} \phi(z) \overline{\psi * \kappa_{z}^{(*)}(z)} d z
\end{aligned}
$$

This shows that $\operatorname{Op}(\sigma)^{*} \psi(z)=\psi * \kappa_{z}^{(*)}(z)$.
In general, $\sigma^{(*)}$ is not the adjoint $\sigma^{*}$ of the symbol $\sigma$, unless for instance it does not depend on $x \in G$. However, we can perform formal considerations to link $\sigma^{(*)}$ with $\sigma^{*}$ in the following way: using the Taylor expansion for $\kappa_{x}^{*}$ in $x$ (see equality (5.27)), we obtain

$$
\kappa_{x}^{(*)}(y)=\kappa_{x y^{-1}}^{*}(y) \approx \sum_{\alpha} q_{\alpha}\left(y^{-1}\right) X_{x}^{\alpha} \kappa_{x}^{*}(y)=\sum_{\alpha} \tilde{q}_{\alpha}(y) X_{x}^{\alpha} \kappa_{x}^{*}(y)
$$

Thus, taking the group Fourier transform at $\pi \in \widehat{G}$, we get

$$
\sigma^{(*)}(x, \pi)=\pi\left(\kappa_{x}^{(*)}\right) \approx \sum_{\alpha} \pi\left(\tilde{q}_{\alpha}(y) X_{x}^{\alpha} \kappa_{x}^{*}(y)\right)=\sum_{\alpha} \Delta^{\alpha} X_{x}^{\alpha} \sigma(x, \pi)^{*}
$$

From Theorem 5.2.22 we know that if $\sigma \in S_{\rho, \delta}^{m}$ then

$$
\begin{equation*}
\Delta^{\alpha} X_{x}^{\alpha} \sigma(x, \pi)^{*} \in S_{\rho, \delta}^{m-(\rho-\delta)[\alpha]} \tag{5.58}
\end{equation*}
$$

From these formal computations we see that the main problem is to estimate the remainder coming from the use of the Taylor expansion. This is the purpose of the following technical lemma.

Lemma 5.5.15. We fix a positive Rockland operator of homogeneous degree $\nu$. Let $m \in \mathbb{R}, 1 \geq \rho \geq \delta \geq 0$ with $\rho \neq 0$ and $\delta \neq 1, \beta_{0} \in \mathbb{N}_{0}^{n}$, and $M, M_{1} \in \mathbb{N}_{0}$. We assume that $M \geq \nu M_{1}$ and $(\rho-\delta) M+\rho Q>m+\delta\left[\beta_{0}\right]+\nu M_{1}+Q$. Then there exist a constant $C>0$, and a seminorm $\|\cdot\|_{S_{\rho, \delta}^{m}, a, b, 0}$, such that for any $\sigma \in S^{-\infty}$ and any $(x, \pi) \in G \times \widehat{G}$ we have

$$
\left\|X_{x}^{\beta_{0}}\left(\sigma^{(*)}(x, \pi)-\sum_{[\alpha] \leq M} \Delta^{\alpha} X_{x}^{\alpha} \sigma^{*}(x, \pi)\right) \pi(\mathrm{I}+\mathcal{R})^{M_{1}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \leq C\|\sigma\|_{S_{\rho, \delta}^{m}, a, b, 0}
$$

Proof of Lemma 5.5.15, case $\beta_{0}=0$. By Lemma 5.5.14 and the observations that follow, we have

$$
\begin{aligned}
\sigma^{(*)} & (x, \pi)-\sum_{[\alpha] \leq M} \Delta^{\alpha} X_{x}^{\alpha} \sigma^{*}(x, \pi) \\
& =\int_{G}\left(\kappa_{x z^{-1}}^{*}(z)-\sum_{[\alpha] \leq M} q_{\alpha}\left(z^{-1}\right) X_{x}^{\alpha} \kappa_{x}^{*}(z)\right) \pi(z)^{*} d z \\
& =\int_{G} R_{x, M}^{\kappa_{x}^{*}(z)}\left(z^{-1}\right) \pi(z)^{*} d z
\end{aligned}
$$

where $R_{x, M}^{\kappa_{x}^{*}(z)}$ denotes the remainder of the (vector-valued) Taylor expansion of $v \mapsto \kappa_{x v}^{*}(z)$ of order $M$ at 0 . Using (5.48), we can integrate by parts to obtain

$$
\begin{aligned}
&\left(\sigma^{(*)}\right.\left.(x, \pi)-\sum_{[\alpha] \leq M} \Delta^{\alpha} X_{x}^{\alpha} \sigma^{*}(x, \pi)\right) \pi(\mathrm{I}+\mathcal{R})^{M_{1}} \\
& \quad=\sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right] \leq \nu M_{1}} \int_{G} \tilde{X}_{z_{1}=z}^{\beta_{1}} R_{x, M}^{\tilde{X}_{z_{2}=z}^{\beta_{2}} \kappa_{x}^{*}\left(z_{2}\right)}\left(z_{1}^{-1}\right) \pi(z)^{*} d z \\
& \quad=\sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right] \leq \nu M_{1}} \int_{G} R_{x_{1}=x, M-\left[\beta_{1}\right]}^{\tilde{X}_{z_{2}=z}^{\beta_{2}} X_{x_{1}}^{\beta_{1}} \kappa_{x_{1}}^{*}\left(z_{2}\right)}\left(z^{-1}\right) \pi(z)^{*} d z .
\end{aligned}
$$

Taking the operator norm, we have

$$
\begin{aligned}
& \left\|\left(\sigma^{(*)}(x, \pi)-\sum_{[\alpha] \leq M} \Delta^{\alpha} X_{x}^{\alpha} \sigma^{*}(x, \pi)\right) \pi(\mathrm{I}+\mathcal{R})^{M_{1}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \lesssim \sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right] \leq \nu M_{1}} \int_{G}\left|R_{x_{1}=x, M-\left[\beta_{1}\right]}^{\tilde{X}_{z_{2}}^{\beta_{2}=z} X_{x_{1}}^{\beta_{1}} \kappa_{x_{1}}^{*}\left(z_{2}\right)}\left(z^{-1}\right)\right| d z .
\end{aligned}
$$

For $|z|<1$, we will use Taylor's theorem, see Theorem 3.1.51:

$$
\left|R_{x_{1}=x, M-\left[\beta_{1}\right]}^{\tilde{X}_{z_{2}=z}^{\beta_{2}} X_{x_{1}}^{\beta_{1}} \kappa_{x_{1}}^{*}\left(z_{2}\right)}\left(z^{-1}\right)\right| \lesssim \sum_{\substack{|\gamma| \leq\left[\left(M-\left[\beta_{1}\right]\right)+\right]+1 \\[\gamma]>\left(M-\left[\beta_{1}\right]\right)+}}|z|^{[\gamma]} \sup _{x_{1} \in G}\left|X_{z}^{\gamma} \tilde{X}_{z_{2}=z}^{\beta_{2}} X_{x_{1}}^{\beta_{1}} \kappa_{x_{1}}^{*}\left(z_{2}\right)\right|,
$$

together with the estimate for $z$ near the origin given in Theorem 5.4.1. The link between left and right derivatives, see (1.11), implies

$$
\sup _{x_{1} \in G}\left|X_{z}^{\gamma} \tilde{X}_{z_{2}=z}^{\beta_{2}} X_{x_{1}}^{\beta_{1}} \kappa_{x_{1}}^{*}\left(z_{2}\right)\right|=\sup _{x_{1} \in G}\left|X_{z}^{\gamma} X_{z_{2}=z}^{\beta_{2}} X_{x_{1}}^{\beta_{1}} \kappa_{x_{1}}\left(z_{2}\right)\right| .
$$

Proceeding as in the proof of Lemma 5.5.6, we obtain that the integral

$$
\begin{aligned}
\int_{|z|<1} & \left|R_{x, M-\left[\beta_{1}\right]}^{\tilde{X}_{x}^{\beta_{2}} X_{x}^{\beta_{1}} \kappa_{x}^{*}\left(z_{2}\right)}\left(z^{-1}\right)\right| d z \\
& \lesssim \sum_{\substack{|\gamma|<\left\lceil\left(M-\left[\beta_{1}\right]\right)_{+}\right\rfloor+1 \\
[\gamma]>\left(M-\left[\beta_{1}\right]\right)+}} \int_{|z|<1}|z|^{[\gamma]} \sup _{x_{1} \in G}\left|X_{x_{1}}^{\gamma} X_{z_{2}=z}^{\beta_{2}} X_{x_{1}}^{\beta_{1}} \kappa_{x_{1}}\left(z_{2}\right)\right| d z
\end{aligned}
$$

is finite whenever $[\gamma]+Q>\left(m+\left[\beta_{2}\right]+\delta\left([\gamma]+\left[\beta_{1}\right]\right)+Q\right) / \rho$ with the indices as above. These conditions are implied by the hypotheses of the statement. The estimates for $z$ large given in Theorem 5.4 .1 show directly that the integral

$$
\int_{|z|>1}\left|R_{x_{1}=x, M-\left[\beta_{1}\right]}^{\tilde{X}_{x_{2}}^{\beta_{2}=z} X^{\beta_{1}} \kappa_{x_{1}}^{*}\left(z_{2}\right)}\left(z^{-1}\right)\right| d z
$$

is finite. Collecting the various estimates yields the statement in the case $\rho \neq 0$ and $\beta_{0}=0$.

Proof of Lemma 5.5.15, general case. We proceed as above and introduce the derivatives with respect to $x$. We obtain

$$
X_{x}^{\beta_{0}}\left(\sigma^{(*)}(x, \pi)-\sum_{[\alpha] \leq M} \Delta^{\alpha} X_{x}^{\alpha} \sigma^{*}(x, \pi)\right)=\int_{G} R_{0, M}^{X_{x}^{\beta_{0}} \kappa_{x}^{*}(z)}\left(z^{-1}\right) \pi(z)^{*} d z
$$

And adding $(\mathrm{I}+\mathcal{R})^{M_{1}}$, we have

$$
\begin{aligned}
X_{x}^{\beta_{0}} & \left(\sigma^{(*)}(x, \pi)-\sum_{[\alpha] \leq M} \Delta^{\alpha} X_{x}^{\alpha} \sigma^{*}(x, \pi)\right)(\mathrm{I}+\mathcal{R})^{M_{1}} \\
& =\sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right] \leq \nu M_{1}} \int_{G} R_{x_{1}=0, M-\left[\beta_{1}\right]}^{\tilde{X}_{z_{2}}^{\beta_{2}=z} X_{x x_{1}}^{\beta_{1}} X_{x}^{\beta_{0}} \kappa_{x x_{1}}^{*}\left(z_{2}\right)}\left(z^{-1}\right) \pi(z)^{*} d z
\end{aligned}
$$

Taking the operator norm, we have

$$
\begin{aligned}
& \left\|X_{x}^{\beta_{0}}\left(\sigma^{(*)}(x, \pi)-\sum_{[\alpha] \leq M} \Delta^{\alpha} X_{x}^{\alpha} \sigma^{*}(x, \pi)\right) \pi(\mathrm{I}+\mathcal{R})^{M_{1}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \lesssim \sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right] \leq \nu M_{1}} \int_{G}\left|R_{x_{1}=0, M-\left[\beta_{1}\right]}^{\tilde{X}_{z_{2}=z}^{\beta_{2}} X_{x_{1}}^{\beta_{1}} X_{x}^{\beta_{0}} \kappa_{x x_{1}}^{*}\left(z_{2}\right)}\left(z^{-1}\right)\right| d z .
\end{aligned}
$$

For $|z|<1$, we use the more precise version of Taylor's theorem than in the case $\beta_{0}=0$ :

$$
\begin{aligned}
& \left|R_{x, M-\left[\beta_{1}\right]}^{\tilde{X}_{x}^{\beta_{2}} X_{2} X^{\beta_{1}} X_{x}^{\beta_{0}} \kappa_{x x_{1}}^{*}\left(z_{2}\right)}\left(z^{-1}\right)\right| \\
& \quad \lesssim \sum_{\substack{|\gamma| \leq\left[\left(M-\left[\beta_{1}\right]\right)_{+}\right]+1 \\
[\gamma]>\left(M-\left[\beta_{1}\right]\right)+}}|z|^{[\gamma]} \sup _{|y| \leq \eta^{\left\lceil\left(M-\left[\beta_{1}\right]\right)+\right\rfloor+1}|z|}\left|X_{y}^{\gamma} \tilde{X}_{z_{2}=z}^{\beta_{2}} X_{y}^{\beta_{1}} X_{x}^{\beta_{0}} \kappa_{x y}^{*}\left(z_{2}\right)\right| .
\end{aligned}
$$

We proceed as in the proof of Lemma 5.5.5, that is, we use (5.51) to obtain

$$
\begin{aligned}
& \sup _{|y| \leq \eta^{\left\lceil\left(M-\left[\beta_{1}\right]\right)+\right\rfloor+1}|z|}\left|X_{y}^{\gamma} \tilde{X}_{z_{2}=z}^{\beta_{2}} X_{y}^{\beta_{1}} X_{x}^{\beta_{0}} \kappa_{x y}^{*}\left(z_{2}\right)\right| \\
& \quad \lesssim \sum_{\substack{\left[\beta_{0}^{\prime}\right] \geq\left[\beta_{0}\right] \\
\left|\beta_{0}^{\prime}\right| \leq\left|\beta_{0}\right|}}|z|^{\left[\beta_{0}^{\prime}\right]-\left[\beta_{0}\right]} \sup _{\substack{x_{1} \in G \\
\left[\gamma_{0}\right]=[\gamma]+\left[\beta_{0}^{\prime}\right]}}\left|X_{x_{1}}^{\gamma_{0}} \tilde{X}_{z_{2}=z}^{\beta_{2}} \kappa_{x_{1}}^{*}\left(z_{2}\right)\right| .
\end{aligned}
$$

We conclude by adapting the case $\beta_{0}=0$.

To take into account the difference operator, we will use the following observation.

Lemma 5.5.16. For any $\alpha \in \mathbb{N}_{0}^{n}$ and $\sigma \in S^{-\infty}, \Delta^{\alpha} \sigma^{(*)}$ can be written as a linear combination (independent of $\sigma$ ) of $\left\{\Delta^{\alpha^{\prime}} \sigma\right\}^{(*)}$ over $\alpha^{\prime} \in \mathbb{N}_{0}^{n}$, $\left[\alpha^{\prime}\right]=[\alpha]$. This is the same linear combination as when writing $\Delta^{\alpha} \sigma^{*}$ as a linear combination of $\left\{\Delta^{\alpha^{\prime}} \sigma\right\}^{*}$.

Proof of Lemma 5.5.16. For $\sigma \in S^{-\infty}$, let $\kappa_{\sigma}$ be the kernel associated with the symbol $\sigma$ and similarly for any other symbol.

Let us prove Part 1. We have

$$
\left\{\tilde{q}_{\alpha} \kappa_{\sigma^{(*)}, x}\right\}(y)=\tilde{q}_{\alpha}(y) \bar{\kappa}_{\sigma, x y^{-1}}\left(y^{-1}\right)
$$

As $\bar{q}_{\alpha}$ is a $[\alpha]$-homogeneous polynomial, by Proposition $5.2 .3, \overline{\tilde{q}}_{\alpha}$ is a linear combination of $\tilde{q}_{\alpha^{\prime}}$ over multi-indices $\alpha^{\prime} \in \mathbb{N}_{0}^{n}$ satisfying $\left[\alpha^{\prime}\right]=[\alpha]$. Hence

$$
\left\{\tilde{q}_{\alpha} \kappa_{\sigma^{(*)}, x}\right\}(y)=\overline{\sum_{\left[\alpha^{\prime}\right]=[\alpha]}} \overline{\tilde{q}_{\alpha^{\prime}} \kappa_{\sigma, x y^{-1}}}\left(y^{-1}\right)=\bar{\sum}_{\left[\alpha^{\prime}\right]=[\alpha]}\left\{\tilde{q}_{\alpha^{\prime}} \kappa_{\sigma}\right\}^{(*)}(y),
$$

where $\bar{\sum}$ means taking a linear combination. Taking the Fourier transform, we obtain

$$
\mathcal{F}_{G}\left\{\tilde{q}_{\alpha} \kappa_{\sigma(*), x}\right\}(\pi)=\Delta^{\alpha} \sigma^{(*)}(x, \pi)=\sum_{\left[\alpha^{\prime}\right]=[\alpha]}\left\{\Delta^{\alpha^{\prime}} \sigma\right\}^{(*)}
$$

We can now prove Theorem 5.5.12 in the case $\rho>\delta$.
Proof of Theorem 5.5.12 with $\rho>\delta$. We assume $\rho>\delta$. We fix a positive Rockland operator of homogeneous degree $\nu$. Let us show that for any $\alpha_{0}, \beta_{0} \in \mathbb{N}_{0}^{n}$, and $M_{0} \in \mathbb{N}$, there exists $M \geq M_{0}$, a constant $C>0$ and a seminorm $\|\cdot\|_{S_{\rho, \delta}^{m}, a_{1}, b_{1}, 0}$, such that for any $\sigma \in S^{-\infty}$ we have

$$
\begin{array}{r}
\left\|X_{x}^{\beta_{0}} \Delta^{\alpha_{0}} \tau_{M}(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{m-(\rho-\delta) M_{0}-\rho\left[\alpha_{0}\right]+\delta\left[\beta_{0}\right]}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
\leq C\|\sigma\|_{S_{\rho, \delta}^{m}, a_{1}, b_{1}, 0} \tag{5.59}
\end{array}
$$

where we have denoted $\tau_{M}:=\sigma^{(*)}-\sum_{[\alpha] \leq M} \Delta^{\alpha} X_{x}^{\alpha} \sigma^{*}$. By Lemma 5.5.16, it suffices to show (5.59) only for $\alpha_{0}=0$.

Let $\beta_{0} \in \mathbb{N}_{0}$ and $M_{0} \in \mathbb{N}$. Let $M_{1} \in \mathbb{N}_{0}$ be the smallest non-negative integer such that

$$
-\frac{m-(\rho-\delta) M_{0}+\delta\left[\beta_{0}\right]}{\nu} \leq M_{1}
$$

We choose $M \geq \max \left(M_{0}, \nu M_{1}\right)$ such that $(\rho-\delta) M+\rho Q>m+\delta\left[\beta_{0}\right]+\nu M_{1}+Q$. This is possible as $\rho>\delta$. Then (5.59) follows from the application of Lemma 5.5.15 to $M, M_{1}$ and the symbol $\sigma$.

Using (5.58), classical considerations imply that (5.59) yields that for any $M_{0} \in \mathbb{N}_{0}$, and any seminorm $\|\cdot\|_{S_{\rho, \delta}^{m-M_{0}(\rho-\delta), R}, a, b}$, there exist a constant $C>0$ and a seminorm $\|\cdot\|_{S_{\rho, \delta}^{m}, a_{1}, b_{1}, 0}$, such that for any $\sigma_{1}, \sigma_{2} \in S^{-\infty}$ we have

$$
\left\|\tau_{M_{0}}\right\|_{S_{\rho, \delta}^{m-M_{0}(\rho-\delta), R}, a, b} \leq C\|\sigma\|_{S_{\rho, \delta}^{m}, a_{1}, b_{1}, 0}
$$

We can then conclude as in the proof of Theorem 5.5.3 in the case $\rho>\delta$.
In fact, we have obtained a much more precise result:
Corollary 5.5.17. We assume $1 \geq \rho>\delta \geq 0$. If $\sigma \in S_{\rho, \delta}^{m}$, then there exists a unique symbol $\sigma^{(*)}$ in $S_{\rho, \delta}^{m}$ such that

$$
(\mathrm{Op}(\sigma))^{*}=\mathrm{Op}\left(\sigma^{(*)}\right)
$$

Furthermore, for any $M \in \mathbb{N}_{0}$,

$$
\left\{\sigma^{(*)}(x, \pi)-\sum_{[\alpha] \leq M} X_{x}^{\alpha} \Delta^{\alpha} \sigma^{*}(x, \pi)\right\} \in S_{\rho, \delta}^{m-(\rho-\delta) M}
$$

Moreover, the mapping

$$
\left\{\begin{aligned}
S_{\rho, \delta}^{m} & \longrightarrow S_{\rho, \delta}^{m-(\rho-\delta) M} \\
\sigma & \longmapsto\left\{\sigma^{(*)}(x, \pi)-\sum_{[\alpha] \leq M} X_{x}^{\alpha} \Delta^{\alpha} \sigma^{*}(x, \pi)\right\}
\end{aligned}\right.
$$

is continuous.
Consequently, we can also write

$$
\begin{equation*}
\sigma^{(*)} \sim \sum_{j=0}^{\infty}\left(\sum_{[\alpha]=j} X_{x}^{\alpha} \Delta^{\alpha} \sigma^{*}\right) \tag{5.60}
\end{equation*}
$$

where the asymptotic was defined in Definition 5.5.2.
As for composition, in the case $\rho=\delta$, the asymptotic formula does not bring any improvement and, in this sense, is not interesting. The proof of this case is more delicate to prove but relies on the same kind of arguments as above. Using Lemma 5.5.9 instead of Lemma 5.5.6 in the proof of Lemma 5.5.15 produces the following result:
Lemma 5.5.18. We fix a positive Rockland operator of homogeneous degree $\nu$. Let $m \in \mathbb{R}, 1 \leq \rho \leq \delta \leq 0$ with $\delta \neq 1, \beta_{0} \in \mathbb{N}_{0}^{n}$, and $M, M_{1} \in \mathbb{N}_{0}$. We assume that

$$
M \geq \nu M_{1} \quad \text { and } \quad m+\delta\left(M+c_{\beta_{0}}\right)+\nu M_{1}<-Q
$$

where

$$
c_{\beta_{0}}:=\max _{\substack{\left[\beta_{0}^{\prime}\right] \leq\left[\beta_{0}\right] \\\left[\beta^{\prime}\right] \geq\left[\beta_{0}^{\prime}\right],\left|\beta^{\prime}\right| \geq\left|\beta_{0}^{\prime}\right|}}\left[\beta^{\prime}\right] .
$$

Then there exist a constant $C>0$, and a seminorm $\|\cdot\|_{S_{\rho, \delta}^{m, R}, a, b}$, such that for any $\sigma \in S^{-\infty}$ and any $(x, \pi) \in G \times \widehat{G}$ we have

$$
\left\|X_{x}^{\beta_{0}}\left(\sigma^{(*)}(x, \pi)-\sum_{[\alpha] \leq M} \Delta^{\alpha} X_{x}^{\alpha} \sigma^{*}(x, \pi)\right) \pi(\mathrm{I}+\mathcal{R})^{M_{1}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \leq C\|\sigma\|_{S_{\rho, \delta}^{m, R}, a, b}
$$

The details of the proof of Lemma 5.5.18 are left to the reader. The conditions in the statement just above show that we will require the ability to choose $m$ as negative as one wants. We can do this thanks to the following remark.

Lemma 5.5.19. For any $\sigma \in S^{-\infty}$ and any $X \in \mathfrak{g}$, we have

$$
\{\pi(X) \sigma\}^{(*)}=-\sigma^{(*)}(x, \pi) \pi(X)-\left\{X_{x} \sigma\right\}^{(*)}(x, \pi)
$$

More generally, for any $\beta \in \mathbb{N}_{0}^{n}$, we have

$$
\left\{\pi(X)^{\beta} \sigma\right\}^{(*)}=\sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right]=[\beta]}\left\{X_{x}^{\beta_{1}} \sigma\right\}^{(*)} \pi(X)^{\beta_{2}}
$$

where $\bar{\sum}$ denotes a linear combination independent of $\sigma_{1}, \sigma_{2}$.
Proof of Lemma 5.5.19. We keep the notation of Lemma 5.5.14. The kernel of $\sigma^{(*)} \pi(X)$ is given via

$$
\tilde{X}_{y} \kappa_{x}^{(*)}(y)=\tilde{X}_{y}\left\{\bar{\kappa}_{x y^{-1}}\left(y^{-1}\right)\right\}=-X_{x_{1}=x y^{-1}} \bar{\kappa}_{x_{1}}\left(y^{-1}\right)-X_{y_{2}=y^{-1}} \bar{\kappa}_{x y^{-1}}\left(y_{2}\right)
$$

having used (5.50) and the Leibniz property for vector fields. Hence we recognise:

$$
\tilde{X}_{y} \kappa_{x}^{(*)}(y)=-\left(X_{x} \kappa_{x}\right)^{(*)}(y)-\left(X \kappa_{x}\right)^{(*)}(y)
$$

and

$$
\sigma^{(*)} \pi(X)=-\left(X_{x} \sigma\right)^{(*)}-(\pi(X) \sigma)^{(*)}
$$

This shows the first formula. The second formula is obtained recursively.
We can now show sketch the proof of Theorem 5.5.3 in the case $\rho=\delta$.
Sketch of the proof of Theorem 5.5.3 with $\rho=\delta$. We assume $\rho=\delta \in[0,1)$. Writing $\sigma=\pi(\mathrm{I}+\mathcal{R})^{N} \pi(\mathrm{I}+\mathcal{R})^{-N} \sigma$ and using Lemma 5.5.19, it suffices to prove (5.59) for $m$ as negative as one wants. We proceed as in the proof of the case $\rho>\delta$ replacing Lemma 5.5.15 with Lemma 5.5.18. The details are left to the reader.

### 5.5.4 Simplification of the definition of $S_{\rho, \delta}^{m}$

In this section, we show that it is possible to choose $\gamma=0$ in the definition of symbols as it was pointed out in Remark 5.2.13 Part (3). This simplifies the definition of the symbol classes $S_{\rho, \delta}^{m}$ given in Definition 5.2.11. We will also show a pivotal argument in the proof of Theorems 5.5.3 and 5.5.12, namely Inequalities (5.54).

Theorem 5.5.20. Let $m, \rho, \delta \in \mathbb{R}$ with $1 \geq \rho \geq \delta \geq 0$ and $\delta \neq 1$.
(L) A symbol $\sigma=\{\sigma(x, \pi),(x, \pi) \in G \times \widehat{G}\}$ is in $S_{\rho, \delta}^{m}$ if and only if for each $\alpha, \beta \in \mathbb{N}_{0}^{n}$, the field of operators

$$
X_{x}^{\beta} \Delta^{\alpha} \sigma=\left\{X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi},(x, \pi) \in G \times \widehat{G}\right\}
$$

is in $L_{0, \rho[\alpha]-m-\delta[\beta]}^{\infty}(\widehat{G})$ uniformly in $x \in G$, that is,

$$
\begin{equation*}
\sup _{x \in G}\left\|X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \cdot)\right\|_{L_{0, \rho[\alpha]-m-\delta[\beta]}^{\infty}(\widehat{G})}<\infty \tag{5.61}
\end{equation*}
$$

Furthermore, the family of seminorms

$$
\sigma \longmapsto\|\sigma\|_{S_{\rho, \delta}^{m}, a, b, 0}=\sup _{\substack{[\alpha] \leq a \\[\beta] \leq b}} \sup _{x \in G}\left\|X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \cdot)\right\|_{L_{0, \rho[\alpha]-m-\delta[\beta]}^{\infty}(\widehat{G})}, \quad a, b \in \mathbb{N}_{0}
$$

yields the topology of $S_{\rho, \delta}^{m}$.
(R) A symbol $\sigma=\{\sigma(x, \pi),(x, \pi) \in G \times \widehat{G}\}$ is in $S_{\rho, \delta}^{m}$ if and only if for each $\alpha, \beta \in \mathbb{N}_{0}^{n}$, the field of operators

$$
X_{x}^{\beta} \Delta^{\alpha} \sigma=\left\{X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi},(x, \pi) \in G \times \widehat{G}\right\}
$$

is in $L_{m+\delta[\beta]-\rho[\alpha], 0}^{\infty}(\widehat{G})$ uniformly in $x \in G$, that is,

$$
\begin{equation*}
\sup _{x \in G}\left\|X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \cdot)\right\|_{L_{m+\delta[\beta]-\rho[\alpha], 0}^{\infty}(\widehat{G})}<\infty \tag{5.62}
\end{equation*}
$$

Furthermore, the family of seminorms

$$
\sigma \longmapsto\|\sigma\|_{S_{p, \delta}^{m, R}, a, b}=\sup _{\substack{[\alpha] \leq a \\[\beta] \leq b}} \sup _{x \in G}\left\|X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \cdot)\right\|_{L_{m+\delta[\beta]-\rho[\alpha], 0}^{\infty}(\widehat{G})}, \quad a, b \in \mathbb{N}_{0}
$$

yields the topology of $S_{\rho, \delta}^{m}$.
In other words,
(R) a symbol $\sigma=\{\sigma(x, \pi),(x, \pi) \in G \times \widehat{G}\}$ is in $S_{\rho, \delta}^{m}$ if and only if for each $\alpha, \beta \in \mathbb{N}_{0}^{n}$, the field of operators

$$
X_{x}^{\beta} \Delta^{\alpha} \sigma=\left\{X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi},(x, \pi) \in G \times \widehat{G}\right\}
$$

is defined on smooth vectors and satisfy

$$
\sup _{x \in G, \pi \in \widehat{G}}\left\|X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \cdot) \pi(\mathrm{I}+\mathcal{R})^{\frac{\rho[\alpha]-m-\delta[\beta]}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}<\infty
$$

for one (and then any) positive Rockland operator $\mathcal{R}$ of homogeneous degree $\nu$ (as the symbol is given by a field of operators defined on smooth vectors, and since $\pi(\mathrm{I}+\mathcal{R})^{\frac{s}{\nu}}$ acts on smooth vectors, this condition makes sense);
(L) a symbol $\sigma=\{\sigma(x, \pi),(x, \pi) \in G \times \widehat{G}\}$ is in $S_{\rho, \delta}^{m}$ if and only if for each $\alpha, \beta \in \mathbb{N}_{0}^{n}$, the field of operators

$$
X_{x}^{\beta} \Delta^{\alpha} \sigma=\left\{X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{\rho[\alpha]-m-\delta[\beta]},(x, \pi) \in G \times \widehat{G}\right\}
$$

is defined on smooth vectors and has range in $\mathcal{H}_{\pi}^{\rho[\alpha]-m-\delta[\beta]}$, and satisfies

$$
\sup _{x \in G, \pi \in \widehat{G}}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho[\alpha]-m-\delta[\beta]}{\nu}} X_{x}^{\beta} \Delta^{\alpha} \sigma(x, \cdot)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}<\infty
$$

for one (and then any) positive Rockland operator $\mathcal{R}$ of homogeneous degree $\nu$. The notion of a field having range in a Sobolev space $\mathcal{H}_{\pi}^{s}$ is described in Definition 5.1.10 and allows us to compose on the left with $\pi(\mathrm{I}+\mathcal{R})^{\frac{s}{\nu}}$ with $s=\rho[\alpha]-m-\delta[\beta]$ here, see (5.4).

Naturally, the condition does not depend on the choice of the positive Rockland operator $\mathcal{R}$.

Theorem 5.5.20 makes it considerably easier to check whether a symbol is in one of our symbol classes. However using the definition 'with any $\gamma$ ' has the advantages

1. that we see easily that the symbols are fields of operators acting on smooth vectors,
2. that we see easily that the symbols in $S_{\rho, \delta}^{m}, m \in \mathbb{R}$, form an algebra (cf. Theorem 5.2.22),
3. and that the properties for the multipliers in $\mathcal{R}$ in Proposition 5.3.4 are for the definition 'with any $\gamma$ '.

While showing Theorem 5.5.20, we will also finish the proofs of Theorems 5.5.3 and 5.5.12. Indeed, an important argument used in the proof of Theorems 5.5 .3 and 5.5 .12 (i.e. the properties of stability under composition and taking the adjoint) is Inequality (5.54) which can easily be seen as equivalent to Part 2 of Theorem 5.5.20.

Before showing Theorem 5.5.20, let us summarise what has been shown in the proofs of Theorems 5.5.3 and 5.5.12 up to before the use of Inequality (5.54):

$$
\begin{align*}
\left\|\sigma_{1} \circ \sigma_{2}\right\|_{S_{\rho, \delta}^{m_{1}+m_{2}, R}, a, b} & \lesssim\left\|\sigma_{1}\right\|_{S_{\rho, \delta}^{m_{1}, R}, a_{1}, b_{1}}\left\|\sigma_{2}\right\|_{S_{\rho, \delta}^{m_{2}}, a_{2}, b_{2}, c_{2}}  \tag{5.63}\\
\left\|\sigma^{(*)}\right\|_{S_{\rho, \delta}^{m, R}, a, b} & \lesssim\|\sigma\|_{S_{\rho, \delta}, a^{\prime}, b^{\prime}, 0} \tag{5.64}
\end{align*}
$$

these estimates are valid for any $\sigma, \sigma_{1}, \sigma_{2} \in S^{-\infty}$ in the sense that for any seminorm on the left hand side, one can find seminorms on the right.

Proof of Theorem 5.5.20. Using Estimate (5.64) together with the properties of taking the adjoint and of the difference operators together, one checks easily that
the two families of seminorms $\left\{\|\cdot\|_{S_{\rho, \delta}^{m, R}, a, b}, a, b \in \mathbb{N}\right\}$ and $\left\{\|\cdot\|_{S_{\rho, \delta}^{m}, a, b, 0}, a, b \in\right.$ $\mathbb{N}\}$ yield the same topology on $S^{-\infty}$ and that taking the adjoint of a symbol is continuous for this topology. Consequently, for any $\gamma \in \mathbb{R}$, any symbol $\sigma \in S^{-\infty}$ and any seminorm $\|\cdot\|_{S_{\rho, \delta}^{m, R}, a, b}$, we have

$$
\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} \sigma\right\|_{S_{\rho, \delta}^{m+\gamma, R}, a, b} \lesssim\left\|\sigma^{*} \pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}}\right\|_{S_{\rho, \delta}^{m+\gamma, R}, a_{1}, b_{1}} \lesssim\left\|\sigma^{*}\right\|_{S_{\rho, \delta}^{m, R}, a_{2}, b_{2}}
$$

having used (5.63) and the fact that $\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} \in S^{\gamma}$. As taking the adjoint is a continuous operator for the $S^{m, R}$-topology, we have obtained

$$
\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} \sigma\right\|_{S_{\rho, \delta}^{m+\gamma, R}, a, b} \lesssim\|\sigma\|_{S_{\rho, \delta}^{m, R}, a_{3}, b_{3}} .
$$

One checks easily that

$$
\forall a, b, c \in \mathbb{N}_{0} \quad\|\sigma\|_{S_{\rho, \delta}^{m}, a, b, c} \leq \max _{|\gamma| \leq c}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} \sigma\right\|_{S_{\rho, \delta}^{m+\gamma, R}, a, b}
$$

whereas

$$
\forall a, b \in \mathbb{N}_{0} \quad\|\sigma\|_{S_{\rho, \delta}^{m, R}, a, b} \leq\|\sigma\|_{S_{\rho, \delta}^{m}, a, b,|m|+\rho a+\delta b}
$$

This easily implies that the topologies on $S^{-\infty}$ coming from the two families of seminorms $\left\{\|\cdot\|_{S_{\rho, \delta}^{m}, a, b, c}, a, b, c \in \mathbb{N}_{0}\right\}$ and $\left\{\|\cdot\|_{S_{\rho, \delta}^{m, R}, a, b}, a, b \in \mathbb{N}_{0}\right\}$ coincide. This together with Lemma 5.4 .11 (to pass from $S^{-\infty}$ to $S_{\rho, \delta}^{m}$ ) concludes the proof of Theorem 5.5.20.

### 5.6 Amplitudes and amplitude operators

In this section, we discuss the notion of an amplitude extending that of the symbol, to functions/operators depending on both space variables $x$ and $y$. This allows for another way of writing pseudo-differential operators as amplitude operators, analogous to Formula (2.27) in the case of compact groups. However, as in the classical theory, or as in Theorem 2.2.15 in the case of compact groups, we can show that amplitude operators with symbols in suitable amplitude classes reduce to pseudo-differential operator with symbols in corresponding symbol classes, with asymptotic formulae relating amplitudes to symbols.

### 5.6.1 Definition and quantization

Following the Euclidean and compact cases, it is natural to define amplitudes in the following way, extending the notion of symbols from Definitions 5.1.33 and 5.1.34:

Definition 5.6.1. An amplitude is a field of operators

$$
\left\{\mathcal{A}(x, y, \pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}
$$

depending on $x, y \in G$, satisfying for each $x, y \in G$

$$
\exists a, b \in \mathbb{R} \quad \mathcal{A}(x, y, \cdot):=\left\{\mathcal{A}(x, y, \pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\} \in L_{a, b}^{\infty}(\widehat{G}) .
$$

- An amplitude $\left\{\mathcal{A}(x, y, \pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}$ is said to be continuous in $x, y \in G$ whenever there exists $a, b \in \mathbb{R}$ such that

$$
\forall x, y \in G \quad \mathcal{A}(x, y, \cdot):=\left\{\mathcal{A}(x, y, \pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\} \in L_{a, b}^{\infty}(\widehat{G})
$$

and the map $(x, y) \mapsto \mathcal{A}(x, y, \cdot)$ is continuous from $G \times G \sim \mathbb{R}^{n} \times \mathbb{R}^{n}$ to the Banach space $L_{a, b}^{\infty}(\widehat{G})$.

- An amplitude $\mathcal{A}=\left\{\mathcal{A}(x, y, \pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}$ is said to be smooth in $x, y \in G$ whenever it is a field of operators depending smoothly on $(x, y) \in G \times G$ (see Remark 1.8.16) and, for every $\beta_{1}, \beta_{2} \in \mathbb{N}_{0}^{n}$, the field $\left\{\partial_{x}^{\beta_{1}} \partial_{y}^{\beta_{2}} \mathcal{A}(x, y, \pi): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}, \pi \in \widehat{G}\right\}$ is continuous.
Clearly if an amplitude $\mathcal{A}=\{\mathcal{A}(x, y, \pi)\}$ does not depend on $y$, that is, $\mathcal{A}(x, y, \pi)=\sigma(x, \pi)$, then it defines a symbol $\sigma=\{\sigma(x, \pi)\}$. More generally any amplitude $\mathcal{A}=\{\mathcal{A}(x, y, \pi)\}$ defines a symbol $\sigma$ given by $\sigma(x, \pi)=\mathcal{A}(x, x, \pi)$. In Section 5.6.2, we will define amplitude classes and give other examples of amplitudes.

Similarly to the symbol case, one can associate a kernel with an amplitude:
Definition 5.6.2. Let $\mathcal{A}$ be an amplitude. For each $(x, y) \in G \times G$, let $\kappa_{x, y} \in \mathcal{S}^{\prime}(G)$ be the unique distribution such that

$$
\mathcal{F}_{G}\left(\kappa_{x, y}\right)(\pi)=\mathcal{A}(x, y, \pi) .
$$

The map $G \times G \ni(x, y) \mapsto \kappa_{x, y} \in \mathcal{S}^{\prime}(G)$ is called its kernel.
As in the symbol case, the map $G \times G \ni(x, y) \mapsto \kappa_{x, y} \in \mathcal{S}^{\prime}(G)$ is smooth, see Lemma 5.1.35 for the proof of this as well as for the existence and uniqueness of $\kappa_{x, y}$ in the case of symbols.

Before defining the amplitude quantization, we need to open a (quick) parenthesis to describe the following property from distribution theory:

Lemma 5.6.3. Let $G \times G \ni(x, y) \mapsto \kappa_{x, y} \in \mathcal{S}^{\prime}(G)$ be a continuous mapping. For each $x$, we consider the distribution $\tilde{\kappa}_{x}$ defined by

$$
\int_{G} \tilde{\kappa}_{x}(y) \phi(y) d y=\lim _{\epsilon \rightarrow 0} \int_{G \times G} \kappa_{x, w}\left(y^{-1} x\right) \phi(y) \psi_{\epsilon}\left(w y^{-1}\right) d y d w,
$$

where $\phi \in \mathcal{D}(G), \psi_{1} \in \mathcal{D}(G), \int_{G} \psi_{1}=1$ and $\psi_{\epsilon}(z)=\epsilon^{-Q} \psi\left(\epsilon^{-1} z\right), \epsilon>0$.
Indeed this limit exists and is independent of the choice of $\psi_{1}$.
This defines a continuous map $G \ni x \longmapsto \tilde{\kappa}_{x} \in \mathcal{D}^{\prime}(G)$.

Proof of Lemma 5.6.3. Since $\kappa_{x, y} \in \mathcal{S}^{\prime}(G)$, there exists a seminorm $\|\cdot\|_{\mathcal{S}(G), N}$ such that

$$
\forall \phi \in \mathcal{S}(G) \quad\left|\left\langle\kappa_{x, y}, \phi\right\rangle\right| \leq C_{x, y, N}\|\phi\|_{\mathcal{S}(G), N}
$$

Furthermore, since the map $G \times G \ni(x, y) \mapsto \kappa_{x, y} \in \mathcal{S}^{\prime}(G)$ is smooth, we obtain that the constant $C_{x, y, N}=\left\|\kappa_{x, y}\right\|_{\mathcal{S}^{\prime}(G), N}$ can be chosen locally uniform with respect to $x$ and $y$. Furthermore, fixing two compacts $K_{1}$ and $K_{2}$ of $G$, there exists a seminorm $\|\cdot\|_{\mathcal{S}(G), N}$ (depending on $K_{1}$ and $K_{2}$ ) such that the map

$$
\left((x, y),\left(x^{\prime}, y^{\prime}\right)\right) \in\left(K_{1} \times K_{2}\right) \times\left(K_{1} \times K_{2}\right) \mapsto\left\|\kappa_{x, y}-\kappa_{x^{\prime}, y^{\prime}}\right\|_{\mathcal{S}^{\prime}(G), N}
$$

is uniformly continuous. This is easily proved using a cover of the compacts $K_{1} \times K_{2}$ by balls of sufficiently small radius, and the continuity at each centre of these balls.

For any $\psi_{1} \in \mathcal{D}(G), \epsilon>0$ and $x \in G$, we define the distribution $T_{\psi_{1}, \epsilon, x}$ by

$$
T_{\psi_{1}, \epsilon, x}(\phi):=\int_{G \times G} \kappa_{x, w}\left(y^{-1} x\right) \phi(y) \psi_{\epsilon}\left(w y^{-1}\right) d y d w
$$

where $\phi \in \mathcal{D}(G)$ is supported in a fixed compact $K \subset G$. Using the change of variable from $w$ to $z$ with $z=\epsilon^{-1}\left(w y^{-1}\right)$, so that $w=(\epsilon z) y$, we obtain

$$
T_{\psi_{1}, \epsilon, x}(\phi)=\int_{G \times G} \kappa_{x,(\epsilon z) y}\left(y^{-1} x\right) \phi(y) \psi_{1}(z) d y d z
$$

Therefore, for any $\epsilon_{1}, \epsilon_{2} \in(0,1)$, we get

$$
\begin{aligned}
& \left|\left(T_{\psi_{1}, \epsilon_{1}, x}-T_{\psi_{1}, \epsilon_{2}, x}\right)(\phi)\right| \\
& \quad=\left|\int_{G \times G}\left(\kappa_{x,\left(\epsilon_{1} z\right) y}\left(y^{-1} x\right)-\kappa_{x,\left(\epsilon_{2} z\right) y}\left(y^{-1} x\right)\right) \phi(y) \psi_{1}(z) d y d z\right| \\
& \quad \leq \sup _{\substack{z \in \operatorname{supp} \psi_{1} \\
y \in \sup \phi}}\left\|\kappa_{x,\left(\epsilon_{1} z\right) y}-\kappa_{x,\left(\epsilon_{2} z\right) y}\right\|_{\mathcal{S}^{\prime}(G), N}\|\phi\|_{\mathcal{S}(G), N}\left\|\psi_{1}\right\|_{L^{1}(G)},
\end{aligned}
$$

where $\|\cdot\|_{\mathcal{S}(G), N}$ is chosen with respect to the compact sets

$$
\{x\} \quad \text { and } \quad\left\{(\epsilon z) y, \epsilon \in[0,1], z \in \operatorname{supp} \psi_{1}, y \in K_{2}\right\} .
$$

This shows that the scalar sequence $\left(T_{\psi_{1}, \epsilon, x}(\phi)\right)$ converges as $\epsilon \rightarrow 0$ and that the linear map

$$
\begin{equation*}
\psi_{1} \in \mathcal{D}(G) \longmapsto \lim _{\epsilon \rightarrow 0} T_{\psi_{1}, \epsilon, x}(\phi) \tag{5.65}
\end{equation*}
$$

extends continuously to $L^{1}\left(K_{o}\right) \rightarrow \mathbb{C}$ for any compact $K_{o} \subset G$. Thus the map given in (5.65) is given by integration against a locally bounded function on $G$.

Let us show that the map given in (5.65) is invariant under left or right translation. Indeed, modifying the argument above we obtain

$$
\begin{aligned}
& \left|T_{\psi_{1}, \epsilon, x}(\phi)-T_{\psi_{1}\left(\cdot y_{o}^{-1}\right), \epsilon, x}(\phi)\right| \\
& \quad=\left|\int_{G \times G}\left(\kappa_{x,(\epsilon z) y}-\kappa_{x,\left(\epsilon\left(z y_{o}\right)\right) y}\right)\left(y^{-1} x\right) \phi(y) \psi_{1}(z) d y d z\right| \\
& \quad \leq \sup _{\substack{z \in \operatorname{supp} \psi_{1} \\
y \in \operatorname{supp} \phi}}\left\|\kappa_{x,(\epsilon z) y}-\kappa_{x,\left(\epsilon\left(z y_{o}\right)\right) y}\right\|_{\mathcal{S}^{\prime}(G), N}\|\phi\|_{\mathcal{S}(G), N}\left\|\psi_{1}\right\|_{L^{1}(G)}
\end{aligned}
$$

for a suitable seminorm $\|\cdot\|_{\mathcal{S}(G), N}$, (depending locally on $y_{o}$ ). Since the two sequences $((\epsilon z) y)_{\epsilon>0}$ and $\left(\left(\epsilon\left(z y_{o}\right)\right) y\right)_{\epsilon>0}$ converge to $y$ in $G$, we see that

$$
\lim _{\epsilon \rightarrow 0} T_{\psi_{1}, \epsilon, x}(\phi)=\lim _{\epsilon \rightarrow 0} T_{\psi_{1}\left(\cdot y_{o}^{-1}\right), \epsilon, x}(\phi),
$$

and the same is true for right translation. Therefore, the locally bounded function given by the mapping (5.65) is a constant which we denote by $T_{0, x}(\phi)$ :

$$
\lim _{\epsilon \rightarrow 0} T_{\psi_{1}, \epsilon, x}(\phi)=T_{0, x}(\phi) \int_{G} \psi_{1}
$$

One checks easily that $T_{0, x}(\phi), \phi \in \mathcal{D}(G), \operatorname{supp} \phi \subset K$, defines a distribution $\tilde{\kappa}_{x} \in \mathcal{D}^{\prime}(G)$ which is therefore independent of $\psi_{1}$. Refining the argument given above shows that $\tilde{\kappa}_{x} \in \mathcal{D}^{\prime}(G)$ depends continuously on $x \in G$.

If $G \times G \ni(x, y) \mapsto \kappa_{x, y} \in \mathcal{S}^{\prime}(G)$ is a continuous mapping, we will allow ourselves to denote the distribution defined in Lemma 5.6.3 by

$$
\tilde{\kappa}_{x}(y):=\kappa_{x, y}\left(y^{-1} x\right) .
$$

This closes our parenthesis about distribution theory.
We can now define the operator

$$
T=\operatorname{AOp}(\mathcal{A})
$$

associated with an amplitude $\mathcal{A}=\{\mathcal{A}(x, y, \pi)\}$ with amplitude kernel $\kappa_{x, y}$, by

$$
\begin{equation*}
T \phi(x):=\int_{G} \phi(y) \kappa_{x, y}\left(y^{-1} x\right) d y, \quad \phi \in \mathcal{D}(G), x \in G \tag{5.66}
\end{equation*}
$$

The quantization defined by formula (5.66) makes sense for any amplitude $\mathcal{A}=$ $\{\mathcal{A}(x, y, \pi)\}$. Clearly the quantization mapping $\mathcal{A} \mapsto \operatorname{AOp}(\mathcal{A})$ is linear. However, as in the Euclidean or compact cases, it is injective but not necessarily 1-1 since different amplitudes may lead to the same operator, in contrast to the situation for symbols, cf. Theorem 5.1.39.

Remark 5.6.4. If an amplitude $\mathcal{A}=\{\mathcal{A}(x, y, \pi)\}$ does not depend on $y$, that is, $\mathcal{A}(x, y, \pi)=\sigma(x, \pi)$, then the corresponding symbol $\sigma=\{\sigma(x, \pi)\}$ yield the same operator:

$$
\operatorname{AOp}(\mathcal{A})=\operatorname{Op}(\sigma)
$$

since in this case the amplitude $\kappa_{x, y}$ is a function/distribution $\kappa_{x}$ independent of $y$ which coincides with the kernel of the symbol $\sigma$.

As in the symbol case in Lemma 5.1.42, we may see $\operatorname{AOp}(\mathcal{A})$ as a limit of nice operators in the following sense:

Lemma 5.6.5. If $\mathcal{A}=\{\mathcal{A}(x, y, \pi)\}$ is an amplitude, we can construct explicitly a family of amplitudes $\mathcal{A}_{\epsilon}=\left\{\mathcal{A}_{\epsilon}(x, y, \pi)\right\}, \epsilon>0$, in such a way that

1. the kernel $\kappa_{\epsilon, x, y}(z)$ of $\mathcal{A}_{\epsilon}$ is smooth in both $x, y$ and $z$, and compactly supported in $x$ and $y$,
2. the associated kernel $\tilde{\kappa}_{\epsilon, x}(y)=\kappa_{\epsilon, x, y}\left(y^{-1} x\right)$ is smooth and compactly supported in both $x, y$,
3. if $\phi \in \mathcal{S}(G)$ then $\operatorname{AOp}\left(\mathcal{A}_{\epsilon}\right) \phi \in \mathcal{D}(G)$, and
4. $\operatorname{AOp}\left(\mathcal{A}_{\epsilon}\right) \phi \underset{\epsilon \rightarrow 0}{\longrightarrow} \mathrm{AOp}(\mathcal{A}) \phi$ uniformly on any compact subset of $G$.

Proof of Lemma 5.6.5. We use the same notation $\chi_{\epsilon} \in \mathcal{D}(G),|\pi|$ and $\operatorname{proj}_{\epsilon, \pi}$ as in the proof of Lemma 5.1.42. We consider for any $\epsilon \in(0,1)$ the amplitude given by

$$
\mathcal{A}_{\epsilon}(x, y, \pi):=\chi_{\epsilon}(x) \chi_{\epsilon}(y) 1_{|\pi| \leq \epsilon^{-1}} \mathcal{A}(x, y, \pi) \circ \operatorname{proj}_{\epsilon, \pi}
$$

By Definition 5.6.2 and the Fourier inversion formula (1.26), the corresponding kernel is

$$
\kappa_{\epsilon, x, y}(z)=\chi_{\epsilon}(x) \chi_{\epsilon}(y) \int_{|\pi| \leq \epsilon^{-1}} \operatorname{Tr}\left(\mathcal{A}(x, y, \pi) \operatorname{proj}_{\epsilon, \pi} \pi(z)\right) d \mu(\pi)
$$

which is smooth in $x, y$ and $z$ and compactly supported in $x$ and $y$. The rest follows easily.

There is a simple relation between the amplitudes of an operator and its adjoint, much simpler than in the symbol case:

Proposition 5.6.6. Let $\mathcal{A}$ be an amplitude. Then $\mathcal{B}$ given by

$$
\mathcal{B}(x, y, \pi):=\mathcal{A}(y, x, \pi)^{*}
$$

is also an amplitude. Furthermore, the formal adjoint of the operator $T=\operatorname{AOp}(\mathcal{A})$ is $T^{*}=\operatorname{AOp}(\mathcal{B})$. If $\left\{\kappa_{x, y}(z)\right\}$ is the kernel of $\mathcal{A}$, then the kernel of $\mathcal{B}$ is given via $(x, y, z) \mapsto \bar{\kappa}_{y, x}\left(z^{-1}\right)$.

Proof. On one hand, from the amplitude quantization in (5.66), we compute for $\phi, \psi \in \mathcal{D}(G)$, that

$$
(T \phi, \psi)=\int_{G} \int_{G} \phi(y) \kappa_{x, y}\left(y^{-1} x\right) \bar{\psi}(x) d y d x=\left(\phi, T^{*} \psi\right),
$$

therefore

$$
T^{*} \psi(y)=\int_{G} \bar{\kappa}_{x, y}\left(y^{-1} x\right) \psi(x) d x
$$

or, equivalently,

$$
T^{*} \psi(x)=\int_{G} \bar{\kappa}_{y, x}\left(x^{-1} y\right) \psi(y) d y
$$

One the other hand, the amplitude kernel for $\mathcal{B}$ is $\kappa_{x, y}^{\prime}$ satisfying

$$
\pi\left(\kappa_{x, y}^{\prime}\right)=\mathcal{B}(x, y, \pi)=\mathcal{A}(y, x, \pi)^{*}=\pi\left(\kappa_{y, x}\right)^{*}=\pi\left(\kappa_{y, x}^{*}\right)
$$

with $\kappa_{y, x}^{*}(z)=\bar{\kappa}_{y, x}\left(z^{-1}\right)$, and therefore,

$$
\kappa_{x, y}^{\prime}(z)=\kappa_{y, x}^{*}(z)=\bar{\kappa}_{y, x}\left(z^{-1}\right)
$$

By (5.66), this implies that $T^{*}=\mathrm{AOp}(\mathcal{B})$.

### 5.6.2 Amplitude classes

Again similarly to the symbol case, we may define the amplitude classes $A S_{\rho, \delta}^{m}$. This is done in analogy to Definition 5.2.11 for symbols and its equivalent reformulation in (5.29).

Definition 5.6.7. Let $m, \rho, \delta \in \mathbb{R}$ with $1 \geq \rho \geq \delta \geq 1$. An amplitude $\mathcal{A}$ is called an amplitude of order $m$ and of type $(\rho, \delta)$ whenever, for each $\alpha, \beta \in \mathbb{N}_{0}^{n}$ and $\gamma \in \mathbb{R}$, the field $\left\{X_{x}^{\beta_{1}} X_{y}^{\beta_{2}} \Delta^{\alpha} \mathcal{A}(x, y, \pi)\right\}$ is in $L_{\gamma, \rho[\alpha]-m-\delta\left(\left[\beta_{1}\right]+\left[\beta_{2}\right]\right)+\gamma}^{\infty}(\widehat{G})$ uniformly in $(x, y) \in G$, i.e. if

$$
\begin{equation*}
\sup _{x, y \in G}\left\|X_{x}^{\beta_{1}} X_{y}^{\beta_{2}} \Delta^{\alpha} \mathcal{A}(x, y, \cdot)\right\|_{L_{\gamma, \rho[\alpha]-m-\delta\left(\left[\beta_{1}\right]+\left[\beta_{2}\right]\right)+\gamma}^{\infty}(\widehat{G})}<\infty . \tag{5.67}
\end{equation*}
$$

In this case, proceeding in a similar way to $S_{\rho, \delta}^{m}$ in Section 5.2.2, we see that the fields of operators $X_{x}^{\beta_{1}} X_{y}^{\beta_{2}} \Delta^{\alpha} \mathcal{A}(x, y, \cdot)$ act on smooth vectors and (5.67) implies

$$
\begin{equation*}
\sup _{\substack{x, y \in G \\ \pi \in G}}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho[\alpha]-m-\delta\left(\left[\beta_{1}\right]+\left[\beta_{2}\right]\right)+\gamma}{\nu}} X_{x}^{\beta_{1}} X_{y}^{\beta_{2}} \Delta^{\alpha} \mathcal{A}(x, y, \cdot) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}<\infty \tag{5.68}
\end{equation*}
$$

The converse also holds.

The amplitude class $A S_{\rho, \delta}^{m}=A S_{\rho, \delta}^{m}(G)$ is the set of amplitudes of order $m$ and of type $(\rho, \delta)$. We also define

$$
A S^{-\infty}:=\bigcap_{m \in \mathbb{R}} A S_{\rho, \delta}^{m}
$$

the class of smoothing amplitudes. As in the case of symbols, the class $A S^{-\infty}$ is independent of $\rho$ and $\delta$ and can be denoted just by $A S^{-\infty}$.

It is a routine exercise to check that each amplitude class $A S_{\rho, \delta}^{m}$ is a vector space and that we have the inclusions

$$
\begin{equation*}
m_{1} \leq m_{2}, \quad \delta_{1} \leq \delta_{2}, \quad \rho_{1} \geq \rho_{2} \quad \Longrightarrow \quad A S_{\rho_{1}, \delta_{1}}^{m_{1}} \subset A S_{\rho_{2}, \delta_{2}}^{m_{2}} \tag{5.69}
\end{equation*}
$$

We assume that a positive Rockland operator $\mathcal{R}$ of degree $\nu$ is fixed. If $\mathcal{A}$ is an amplitude and $a, b, c \in[0, \infty)$, we set

$$
\begin{aligned}
& \|\mathcal{A}(x, y, \pi)\|_{A S_{\rho, \delta}^{m}, a, b, c} \\
& \quad:=\sup _{\substack{|\gamma| \leq c}}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho[\alpha]-m-\delta\left(\left[\beta_{1}\right]+\left[\beta_{2}\right]\right)+\gamma}{\nu}} X_{x}^{\beta_{1}} X_{y}^{\beta_{2}} \Delta^{\alpha} \mathcal{A}(x, y, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}, \\
& {[\alpha] \leq a,\left[\beta_{1}\right],\left[\beta_{2}\right] \leq b}
\end{aligned}
$$

and

$$
\|\mathcal{A}\|_{A S_{\rho, \delta}^{m}, a, b, c}:=\sup _{(x, y) \in G \times G, \pi \in \widehat{G}}\|\mathcal{A}(x, y, \pi)\|_{A S_{\rho, \delta}^{m}, a, b, c} .
$$

Again, one checks easily that the resulting maps $\|\cdot\|_{S_{\rho_{, \delta,}, ~}^{m}, b, c}, a, b, c \in[0, \infty)$, are seminorms over the vector space $A S_{\rho, \delta}^{m}$. Furthermore, taking $a, b, c$ as non-negative integers, they endow $A S_{\rho, \delta}^{m}$ with the structure of a Fréchet space. The class of smoothing amplitudes $A S^{-\infty}$ is then equipped with the topology of projective limit. Similarly to the case of symbols in Proposition 5.2.12, two different positive Rockland operators give equivalent families of seminorms.

The inclusions given in (5.69) are continuous for these topologies.
Symbols in $S_{\rho, \delta}^{m}$ are examples of amplitudes in $A S_{\rho, \delta}^{m}$ which do not depend on $y$. Conversely, if an amplitude $\mathcal{A}=\{\mathcal{A}(x, y, \pi)\}$ in $A S_{\rho, \delta}^{m,}$ does not depend on $y$, that is, $\mathcal{A}(x, y, \pi)=\sigma(x, \pi)$, then it defines a symbol $\sigma \stackrel{\rho, \delta}{=}\{\sigma(x, \pi)\}$ in $S_{\rho, \delta}^{m}$. More generally we check easily:

Lemma 5.6.8. If $\mathcal{A}=\{\mathcal{A}(x, y, \pi)\}$ is in $A S_{\rho, \delta}^{m}$, then the symbol $\sigma$ given by

$$
\sigma(x, \pi):=\mathcal{A}(x, x, \pi)
$$

is in $S_{\rho, \delta}^{m}$.
A wider class of examples is given by the following property which can be shown by an easy adaption of Proposition 5.3.4 and Corollary 5.3.7:

Corollary 5.6.9. Let $\mathcal{R}$ be a positive Rockland operator of degree $\nu$. Let $m \in \mathbb{R}$ and $0 \leq \delta<1$. Let $f: G \times G \times \mathbb{R}^{+} \ni(x, y, \lambda) \mapsto f_{x, y}(\lambda) \in \mathbb{C}$ be a smooth function. We assume that for every $\beta_{1}, \beta_{2} \in \mathbb{N}_{0}^{n}$, we have

$$
X_{x}^{\beta_{1}} X_{y}^{\beta_{2}} f_{x, y} \in \mathcal{M}_{\frac{m+\delta\left(\left[\beta_{1}\right]+\left[\beta_{2}\right]\right)}{\nu}},
$$

where $\mathcal{M}$ is as in Definition 5.3.1. Then

$$
\mathcal{A}(x, y, \pi)=f_{x, y}(\pi(\mathcal{R}))
$$

defines an amplitude $\mathcal{A}$ in $A S_{1, \delta}^{m}$ which satisfies

$$
\begin{gathered}
\forall a, b, c \in \mathbb{N}_{0} \quad \exists \ell \in \mathbb{N}, C>0 \\
\|\mathcal{A}\|_{A S_{1, \delta}^{m}, a, b, c} \leq C \sup _{\left[\beta_{1}\right],\left[\beta_{2}\right] \leq b}\left\|X_{x}^{\beta_{1}} X_{y}^{\beta_{2}} f_{x, y}\right\|_{\mathcal{M}_{\frac{m+\delta\left[\beta_{1}+\beta_{2}\right]}{\nu}}, \ell}
\end{gathered}
$$

with $\ell$ and $C$ independent of $f$.
This can also be generalised easily to multipliers in a finite family of strongly commuting positive Rockland operators.

### 5.6.3 Properties of amplitude classes and kernels

One can readily prove properties for the amplitudes similar to the ones already established for symbols. Here we note that although the subsequent properties would follow also from Theorem 5.6.14 in the sequel and from the corresponding properties of symbols in Section 5.2.5, we now indicate what can be shown concerning amplitudes and their classes by a simple adaptation of proofs of the corresponding properties for symbols.

Proceeding as in Section 5.2.5, we also have the following properties for the amplitude classes:

Proposition 5.6.10. Let $1 \geq \rho \geq \delta \geq 0$ and $\delta \neq 1$.
(i) Let $\mathcal{A} \in A S_{\rho, \delta}^{m}$ have kernel $\kappa_{x, y}$. Then we have the following properties.

1. For every $x, y \in G$ and $\gamma \in \underset{\mathbb{R}}{\tilde{q}}, \tilde{q}_{\alpha} X_{x}^{\beta_{1}} X_{y}^{\beta_{2}} \kappa_{x, y} \in \mathcal{K}_{\gamma, \rho[\alpha]-m-\delta\left[\beta_{1}+\beta_{2}\right]+\gamma}$, where we recall the notation $\tilde{q}_{\alpha}(x)=q_{\alpha}\left(x^{-1}\right)$.
2. If $\beta_{1}, \beta_{2} \in \mathbb{N}_{0}^{n}$ then the amplitude $\left\{X_{x}^{\beta_{1}} X_{y}^{\beta_{2}} \mathcal{A}(x, y, \pi),(x, y, \pi) \in G \times\right.$ $G \times \widehat{G}\}$ is in $A S_{\rho, \delta}^{m+\delta\left[\beta_{1}+\beta_{2}\right]}$ with kernel $X_{x}^{\beta_{1}} X_{y}^{\beta_{2}} \kappa_{x, y}$, and $\left\|X_{x}^{\beta_{1}} X_{y}^{\beta_{2}} \mathcal{A}(x, y, \pi)\right\|_{A S_{\rho, \delta}^{m+\delta\left[\beta_{1}+\beta_{2}\right]}, a, b, c} \leq C\|\mathcal{A}(x, y, \pi)\|_{A S_{\rho, \delta}^{m}, a, b+\left[\beta_{1}+\beta_{2}\right], c}$, with $C=C_{b, \beta_{1}, \beta_{2}}$.
3. If $\alpha_{o} \in \mathbb{N}_{0}^{n}$ then the amplitude $\left\{\Delta^{\alpha_{o}} \mathcal{A}(x, y, \pi),(x, y, \pi) \in G \times G \times \widehat{G}\right\}$ is in $A S_{\rho, \delta}^{m-\rho\left[\alpha_{o}\right]}$ with kernel $\tilde{q}_{\alpha_{o}} \kappa_{x, y}$, and

$$
\left\|\Delta^{\alpha_{o}} \mathcal{A}(x, \pi)\right\|_{S_{\rho, \delta}^{m-\rho}\left[\alpha_{0}\right], a, b, c} \leq C_{a, \alpha_{o}}\|\mathcal{A}(x, \pi)\|_{S_{\rho, \delta}^{m}, a+\left[\alpha_{o}\right], b, c} .
$$

4. The symbol $\left\{\mathcal{A}(x, y, \pi)^{*},(x, \pi) \in G \times G \times \widehat{G}\right\}$ is in $A S_{\rho, \delta}^{m}$ with kernel $\kappa_{x, y}^{*}$ given by $\kappa_{x, y}^{*}(z)=\bar{\kappa}_{y, x}\left(z^{-1}\right)$, and
$\left\|\mathcal{A}(x, y, \pi)^{*}\right\|_{A S_{p, s}^{m}, a, b, c}=$
$\sup \left\|\pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}} X_{x}^{\beta_{1}} X_{y}^{\beta_{2}} \Delta^{\alpha} \mathcal{A}(x, y, \pi) \pi(\mathrm{I}+\mathcal{R})^{\frac{\left.\rho[\alpha]-m-\delta\left(\left[\beta_{1}\right]+\mid \beta_{2}\right]\right)+\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}$. $|\gamma| \leq c$
$[\alpha] \leq a,\left[\beta_{1}\right],\left[\beta_{2}\right] \leq b$
(ii) Let $\mathcal{A}_{1} \in A S_{\rho, \delta}^{m_{1}}$ and $\mathcal{A}_{2} \in A S_{\rho, \delta}^{m_{2}}$ have kernels $\kappa_{1, x, y}$ and $\kappa_{2, x, y}$, respectively. Then

$$
\mathcal{A}(x, y, \pi):=\mathcal{A}_{1}(x, y, \pi) \mathcal{A}_{2}(x, y, \pi)
$$

defines the amplitude $\mathcal{A}$ in $S_{\rho, \delta}^{m}, m=m_{1}+m_{2}$, with kernel $\kappa_{2, x, y} * \kappa_{1, x, y}$ with the convolution in the sense of Definition 5.1.19. Furthermore,

$$
\|\mathcal{A}(x, y, \pi)\|_{S_{p, \delta}^{m}, a, b, c} \leq C\left\|\mathcal{A}_{1}(x, y, \pi)\right\|_{S_{p, \delta}^{m_{1}}, a, b, c+\rho a+\left|m_{2}\right|+\delta b}\left\|\mathcal{A}_{2}(x, y, \pi)\right\|_{S_{\rho, \delta}^{m}, a, b, c}^{m_{2}},
$$ where the constant $C=C_{a, b, c}>0$ does not depend on $\mathcal{A}_{1}, \mathcal{A}_{2}$.

A direct consequence of Part (ii) of Proposition 5.6.10 is that the amplitudes in the introduced amplitude classes form an algebra:

Corollary 5.6.11. Let $1 \geq \rho \geq \delta \geq 0$ and $\delta \neq 1$. The collection of symbols $\bigcup_{m \in \mathbb{R}} A S_{\rho, \delta}^{m}$ forms an algebra.

Furthermore, if $\mathcal{A}_{0} \in A S^{-\infty}$ is smoothing and $\mathcal{A} \in A S_{\rho, \delta}^{m}$ is of order $m \in \mathbb{R}$, then $\mathcal{A}_{0} \mathcal{A}$ and $\mathcal{A} \mathcal{A}_{0}$ are also in $A S^{-\infty}$.

Another consequence of Part (ii) together with Lemma 5.2 .17 gives the following property:
Corollary 5.6.12. Let $1 \geq \rho \geq \delta \geq 0$ and $\delta \neq 1$. Let $\mathcal{A} \in A S_{\rho, \delta}^{m}$ have kernel $\kappa_{x, y}$. If $\beta$ and $\tilde{\beta}$ are in $\mathbb{N}_{0}^{n}$, then

$$
\left\{\pi(X)^{\beta} \mathcal{A} \pi(X)^{\tilde{\beta}},(x, \pi) \in G \times \widehat{G}\right\} \in A S_{\rho, \delta}^{m+[\beta]+[\tilde{\beta}]}
$$

with kernel $X_{z}^{\beta} \tilde{X}_{z}^{\tilde{\beta}} \kappa_{x, y}(z)$. Furthermore, for any $a, b, c$ there exists $C=C_{a, b, c}$ independent of $\mathcal{A}$ such that

$$
\left\|\pi(X)^{\beta} \mathcal{A} \pi(X)^{\tilde{\beta}}\right\|_{A S_{p, \delta}^{m}, a, b, c} \leq C\|\mathcal{A}\|_{A S_{\rho, ~}^{m}, a, b, c+\rho a+[\beta]+[\tilde{\beta}]+\delta b} .
$$

Proceeding as in Section 5.4.1, taking into account the dependence in $x$ and $y$, we obtain

Proposition 5.6.13. Let $\mathcal{A}=\{\mathcal{A}(x, y, \pi)\}$ be in $A S_{\rho, \delta}^{m}$ with $1 \geq \rho \geq \delta \geq 0$. Let $\kappa_{x, y}$ denote its associated kernel.

1. If $\alpha, \beta_{1}, \beta_{2}, \beta_{o}, \beta_{o}^{\prime} \in \mathbb{N}_{0}^{n}$ are such that

$$
m-\rho[\alpha]+\left[\beta_{1}\right]+\left[\beta_{2}\right]+\delta\left(\left[\beta_{o}\right]+\left[\beta_{o}^{\prime}\right]\right)<-Q / 2
$$

then the distribution $X_{z}^{\beta_{1}} \tilde{X}_{z}^{\beta_{2}}\left(X_{x}^{\beta_{o}} X_{y}^{\beta_{o}^{\prime}} \tilde{q}_{\alpha}(z) \kappa_{x, y}(z)\right)$ is square integrable and for every $x \in G$ we have

$$
\int_{G}\left|X_{z}^{\beta_{1}} \tilde{X}_{z}^{\beta_{2}}\left(X_{x}^{\beta_{o}} X_{y}^{\beta_{o}^{\prime}} \tilde{q}_{\alpha}(z) \kappa_{x, y}(z)\right)\right|^{2} d z \leq C \sup _{\pi \in \widehat{G}}\|\mathcal{A}(x, \pi)\|_{A S_{\rho, \delta}^{m}, a, b, c}^{2}
$$

where $a=[\alpha], b=\left[\beta_{o}\right]+\left[\beta_{o}^{\prime}\right], c=\rho[\alpha]+\left[\beta_{1}\right]+\left[\beta_{2}\right]+\delta\left(\left[\beta_{o}\right]+\left[\beta_{o}^{\prime}\right]\right)$ and $C=C_{m, \alpha, \beta_{1}, \beta_{2}, \beta_{o}, \beta_{o}^{\prime}}>0$ is a constant independent of $\mathcal{A}$ and $x, y$.
2. For any $\alpha, \beta_{1}, \beta_{2}, \beta_{o}, \beta_{o}^{\prime} \in \mathbb{N}_{0}^{n}$ satisfying

$$
m-\rho[\alpha]+\left[\beta_{1}\right]+\left[\beta_{2}\right]+\delta\left(\left[\beta_{o}\right]+\left[\beta_{o}^{\prime}\right]\right)<-Q
$$

the distribution $z \mapsto X_{z}^{\beta_{1}} \tilde{X}_{z}^{\beta_{2}} X_{x}^{\beta_{o}} X_{y}^{\beta_{o}^{\prime}} \tilde{q}_{\alpha}(z) \kappa_{x, y}(z)$ is continuous on $G$ for every $(x, y) \in G \times G$ and we have

$$
\sup _{z \in G}\left|X_{z}^{\beta_{1}} \tilde{X}_{z}^{\beta_{2}}\left\{X_{x}^{\beta_{o}} X_{y}^{\beta_{o}^{\prime}} \tilde{q}_{\alpha}(z) \kappa_{x, y}(z)\right\}\right| \leq C \sup _{\pi \in \widehat{G}}\|\mathcal{A}(x, \pi)\|_{A S_{\rho, \delta}^{m},[\alpha],\left[\beta_{o}\right]+\left[\beta_{o}^{\prime}\right],\left[\beta_{2}\right]},
$$

where $C=C_{m, \alpha, \beta_{1}, \beta_{2}, \beta_{o}, \beta_{o}^{\prime}}>0$ is a constant independent of $\mathcal{A}$ and $x, y$.
We now assume $\rho>0$. Then the map $\kappa:(x, y, z) \mapsto \kappa_{x, y}(z)$ is smooth on $G \times G \times(G \backslash\{0\})$. Fixing a homogeneous quasi-norm $|\cdot|$ on $G$, we have the following more precise estimates:
at infinity: For any $M \in \mathbb{R}$ and any $\alpha, \beta_{1}, \beta_{2}, \beta_{o}, \beta_{o}^{\prime} \in \mathbb{N}_{0}^{n}$ there exist $C>0$ and $a, b, c \in \mathbb{N}$ independent of $\mathcal{A}$ such that for all $x \in G$ and $z \in G$ satisfying $|z| \geq 1$, we have

$$
\left|X_{z}^{\beta_{1}} \tilde{X}_{z}^{\beta_{2}}\left(X_{x}^{\beta_{o}} X_{y}^{\beta_{o}^{\prime}} \tilde{q}_{\alpha}(z) \kappa_{x, y}(z)\right)\right| \leq C \sup _{\pi \in \widehat{G}}\|\mathcal{A}(x, y, \pi)\|_{A S_{\rho, \delta}^{m}, a, b, c}|z|^{-M}
$$

at the origin: For any $\alpha, \beta_{1}, \beta_{2}, \beta_{o}, \beta_{o}^{\prime} \in \mathbb{N}_{0}^{n}$ with $Q+m+\delta\left(\left[\beta_{o}\right]+\left[\beta_{o}^{\prime}\right]\right)-\rho[\alpha]+\left[\beta_{1}\right]+$ $\left[\beta_{2}\right] \geq 0$ there exist a constant $C>0$ and computable integers $a, b, c \in \mathbb{N}_{0}$ independent of $\mathcal{A}$ such that for all $x \in G$ and $z \in G \backslash\{0\}$, we have, if

$$
Q+m+\delta\left(\left[\beta_{o}\right]+\left[\beta_{o}^{\prime}\right]\right)-\rho[\alpha]+\left[\beta_{1}\right]+\left[\beta_{2}\right]>0
$$

then

$$
\begin{aligned}
& \left|X_{z}^{\beta_{1}} \tilde{X}_{z}^{\beta_{2}}\left(X_{x}^{\beta_{o}} X_{y}^{\beta_{o}^{\prime}} \tilde{q}_{\alpha}(z) \kappa_{x, y}(z)\right)\right| \\
& \quad \leq C \sup _{\pi \in \widehat{G}}\|\mathcal{A}(x, \pi)\|_{A S_{\rho, \delta}^{m}, a, b, c}|z|^{-\frac{Q+m+\delta\left(\left[\beta_{o}\right]+\left[\beta_{o}^{\prime}\right]\right)-\rho[\alpha]+\left[\beta_{1}\right]+\left[\beta_{2}\right]}{\rho}},
\end{aligned}
$$

and if

$$
Q+m+\delta\left(\left[\beta_{o}\right]+\left[\beta_{o}^{\prime}\right]\right)-\rho[\alpha]+\left[\beta_{1}\right]+\left[\beta_{2}\right]=0
$$

then

$$
\left|X_{z}^{\beta_{1}} \tilde{X}_{z}^{\beta_{2}}\left(X_{x}^{\beta_{o}} X_{y}^{\beta_{o}^{\prime}} \tilde{q}_{\alpha}(z) \kappa_{x, y}(z)\right)\right| \leq C \sup _{\pi \in \widehat{G}}\|\mathcal{A}(x, y, \pi)\|_{A S_{\rho, \delta}^{m}, a, b, c} \ln |z| .
$$

### 5.6.4 Link between symbols and amplitudes

Symbols can be viewed as amplitudes which do not depend on the second variable of the group. Then $S_{\rho, \delta}^{m} \subset A S_{\rho, \delta}^{m}$ and, by Remark 5.6.4, we have the inclusion

$$
\Psi_{\rho, \delta}^{m}=\mathrm{Op}\left(S_{\rho, \delta}^{m}\right) \subset \operatorname{AOp}\left(A S_{\rho, \delta}^{m}\right)
$$

The next theorem shows the converse, namely, that the class of operators $\operatorname{AOp}\left(A S_{\rho, \delta}^{m}\right)$ is included in $\Psi_{\rho, \delta}^{m}$. Therefore this will show that the amplitude quantization of $A S_{\rho, \delta}^{m}$ coincides with the symbol quantization of $S_{\rho, \delta}^{m}$.
Theorem 5.6.14. Let $\mathcal{A} \in A S_{\rho, \delta}^{m}$ with $1 \geq \rho \geq \delta \geq 0, \delta \neq 1$. Then $\operatorname{AOp}(\mathcal{A})$ is in $\Psi_{\rho, \delta}^{m}$, that is, there exists a (unique) symbol $\sigma \in S_{\rho, \delta}^{m}$ such that

$$
\operatorname{AOp}(\mathcal{A})=\operatorname{Op}(\sigma)
$$

Furthermore, for any $M \in \mathbb{N}_{0}$, the map

$$
\left\{\begin{aligned}
A S_{\rho, \delta}^{m} & \longrightarrow S_{\rho, \delta}^{m-(\rho-\delta)(M+1)} \\
\mathcal{A} & \longmapsto \sigma(x, \pi)-\left.\sum_{[\alpha] \leq M} \Delta^{\alpha} X_{y}^{\alpha} \mathcal{A}(x, y, \pi)\right|_{y=x}
\end{aligned}\right.
$$

is continuous. If $\rho>\delta$, we have the asymptotic expansion

$$
\left.\sigma(x, \pi) \sim \sum_{\alpha} \Delta^{\alpha} X_{y}^{\alpha} \mathcal{A}(x, y, \pi)\right|_{y=x}
$$

The proof of Theorem 5.6.14 is in essence close to the proofs of product and adjoint of operators in $\cup_{m \in \mathbb{R}} \Psi_{\rho, \delta}^{m}$, see Theorems 5.5.12 and 5.5.3. As for these theorems, it is helpful to understand formally the steps of the rigorous proof.

From the amplitude quantization in (5.66), we see that if $\operatorname{AOp}(\mathcal{A})$ can be written as $\operatorname{Op}(\sigma)$, then, denoting by $\kappa_{\sigma, x}$ the symbol kernel and by $\kappa_{\mathcal{A}, x, y}$ the amplitude kernel, we have

$$
\operatorname{AOp}(\mathcal{A})(\phi)(x)=\int_{G} \phi(y) \kappa_{\mathcal{A}, x, y}\left(y^{-1} x\right) d y=\int_{G} \phi\left(x z^{-1}\right) \kappa_{\mathcal{A}, x, x z^{-1}}(z) d z
$$

whereas

$$
\operatorname{Op}(\sigma)(\phi)(x)=\int_{G} \phi(y) \kappa_{\sigma, x}\left(y^{-1} x\right) d y=\int_{G} \phi\left(x z^{-1}\right) \kappa_{\sigma, x}(z) d z
$$

Therefore, formally we must have

$$
\kappa_{\mathcal{A}, x, x z^{-1}}(z)=\kappa_{\sigma, x}(z) \quad\left(\text { or equivalently } \kappa_{\mathcal{A}, x, y}\left(y^{-1} x\right)=\kappa_{\sigma, x}\left(y^{-1} x\right)\right)
$$

Using the Taylor expansion in $y=x z^{-1}$ for $\kappa_{\mathcal{A}, x, y}$ at $x$, we have (again formally)

$$
\begin{equation*}
\kappa_{\sigma, x}(z)=\left.\kappa_{\mathcal{A}, x, x z^{-1}}(z) \approx \sum_{\alpha} \tilde{q}_{\alpha}(z) X_{y}^{\alpha} \kappa_{\mathcal{A}, x, y}(z)\right|_{y=x} \tag{5.70}
\end{equation*}
$$

Note that the group Fourier transform in $z$ of each term in the sum above is

$$
\begin{aligned}
\mathcal{F}_{z \in G}\left\{\tilde{q}_{\alpha}(z) X_{y=x}^{\alpha} \kappa_{\mathcal{A}, x, y}(z)\right\}(\pi) & =\Delta^{\alpha} X_{y=x}^{\alpha} \mathcal{F}_{z \in G}\left\{\kappa_{\mathcal{A}, x, y}(z)\right\}(\pi) \\
& =\Delta^{\alpha} X_{y=x}^{\alpha} \mathcal{A}(x, y, \pi)
\end{aligned}
$$

Taking the group Fourier transform in $z$ on both sides of (5.70), we obtain still formally that

$$
\left.\sigma(x, \pi) \approx \sum_{\alpha} \Delta^{\alpha} X_{y}^{\alpha} \mathcal{A}(x, y, \pi)\right|_{y=x}
$$

As in the proofs of Theorems 5.5.12 and 5.5.3, the crucial point is to control the remainder while using Taylor's expansion. The method is similar as in the proof of Theorem 5.5.12 and the adaptation is easy and left to the reader.

Note that Theorem 5.6.14 together with Proposition 5.6.6 give another proof of Theorem 5.5.12. This is not surprising given the similarity between the proof of Theorems 5.6.14 and 5.5.12.

### 5.7 Calderón-Vaillancourt theorem

In this section, we prove the analogue of the Calderón-Vaillancourt theorem, now in the setting of graded Lie groups. This extends the $L^{2}$-boundedness of operators in the class $\Psi_{1,0}^{0}$ given in Theorem 5.4.17 to the classes $\Psi_{\rho, \delta}^{0}$.
Theorem 5.7.1. Let $T \in \Psi_{\rho, \delta}^{0}$ with $1 \geq \rho \geq \delta \geq 0$ and $\delta \neq 1$. Then $T$ extends to a bounded operator on $L^{2}(G)$.

Moreover, there exist a constant $C>0$ and a seminorm $\|\cdot\|_{\Psi_{\rho, \delta}^{0}, a, b, c}$ with computable integers $a, b, c \in \mathbb{N}_{0}$ independent of $T$ such that

$$
\forall \phi \in \mathcal{S}(G) \quad\|T \phi\|_{L^{2}(G)} \leq C\|T\|_{\Psi_{p, \delta}^{0}, a, b, c}\|\phi\|_{L^{2}(G)} .
$$

Before showing Theorem 5.7.1, let us mention that together with the pseudodifferential calculus, it implies the following boundedness on Sobolev spaces $L_{s}^{2}$.

Corollary 5.7.2. Let $T \in \Psi_{\rho, \delta}^{m}$ with $1 \geq \rho \geq \delta \geq 0$ and $\delta \neq 1$. Then for any $s \in \mathbb{R}$, the operator $T$ extends to a continuous operator from $L_{s}^{2}(G)$ to $L_{s-m}^{2}(G)$ :

$$
\forall \phi \in \mathcal{S}(G) \quad\|T \phi\|_{L_{s-m}^{2}(G)} \leq C_{s, m, \rho, \delta}\|T\|_{\Psi_{\rho, \delta}^{m}, a, b, c}\|\phi\|_{L_{s}^{2}(G)}
$$

with some (computable) integers $a, b, c$ depending on $s, m, \rho, \delta$.
Proof of Corollary 5.7.2. Let $\mathcal{R}$ be a positive Rockland operator. By the composition theorem (e.g. Theorem 5.5.3), we have

$$
(\mathrm{I}+\mathcal{R})^{\frac{-m+s}{\nu}} T(\mathrm{I}+\mathcal{R})^{-\frac{s}{\nu}} \in \Psi_{\rho, \delta}^{0}
$$

Therefore, by Theorem 5.7.1, we have

$$
\begin{aligned}
\left\|(\mathrm{I}+\mathcal{R})^{\frac{-m+s}{\nu}} T(\mathrm{I}+\mathcal{R})^{-\frac{s}{\nu}} \phi\right\|_{\mathscr{L}\left(L^{2}(G)\right.} & \lesssim\left\|(\mathrm{I}+\mathcal{R})^{\frac{-m+s}{\nu}} T(\mathrm{I}+\mathcal{R})^{-\frac{s}{\nu}}\right\|_{\Psi_{\rho, \delta}^{0}, a_{1}, b_{1}, c_{1}} \\
& \lesssim\|T\|_{\Psi_{\rho, \delta}^{m}, a_{2}, b_{2}, c_{2}},
\end{aligned}
$$

by Theorem 5.5.3.
Remark 5.7.3. Combining the results obtained so far, for each $(\rho, \delta)$ with $1 \geq \rho \geq$ $\delta \geq 0$ and $\delta \neq 1$, we have therefore obtained an operator calculus, in the sense that the set $\bigcup_{m \in \mathbb{R}} \Psi_{\rho, \delta}^{m}$ forms an algebra of operators, stable under taking the adjoint, and acting on the Sobolev spaces in such a way that the loss of derivatives in $L^{2}$ is controlled by the order of the operator.

Note that the $L^{2}$-boundedness in the case $(\rho, \delta)=(1,0)$ was already proved by different methods, see Theorem 5.4.17 and its proof. With the same proof as in the corollary above, one obtains easily boundedness for $L^{p}$-Sobolev spaces in this case:

Corollary 5.7.4. Let $T \in \Psi_{1,0}^{m}$. Then for any $s \in \mathbb{R}$ and $p \in(1, \infty)$ the operator $T$ extends to a continuous operator from $L_{s}^{p}(G)$ to $L_{s-m}^{p}(G)$ :

$$
\forall \phi \in \mathcal{S}(G) \quad\|T \phi\|_{L_{s-m}^{p}(G)} \leq C_{s, m, \rho, \delta}\|T\|_{\Psi_{\rho, \delta}^{m}, a, b, c}\|\phi\|_{L_{s}^{p}(G)}
$$

with some (computable) integers $a, b, c$ depending on $s, m, \rho, \delta$.
Proof of Corollary 5.7.4. As above, $(\mathrm{I}+\mathcal{R})^{\frac{-m+s}{\nu}} T(\mathrm{I}+\mathcal{R})^{-\frac{s}{\nu}} \in \Psi^{0}$ therefore, by Corollary 5.4.20 we have

$$
\begin{aligned}
\left\|(\mathrm{I}+\mathcal{R})^{\frac{-m+s}{\nu}} T(\mathrm{I}+\mathcal{R})^{-\frac{s}{\nu}} \phi\right\|_{\mathscr{L}\left(L^{p}(G)\right)} & \lesssim\left\|(\mathrm{I}+\mathcal{R})^{\frac{-m+s}{\nu}} T(\mathrm{I}+\mathcal{R})^{-\frac{s}{\nu}}\right\|_{\Psi^{0}, a_{1}, b_{1}, c_{1}} \\
& \lesssim\|T\|_{\Psi^{0}, a_{2}, b_{2}, c_{2}}
\end{aligned}
$$

by Theorem 5.5.3.
The rest of this section is devoted to the proof of the Calderón-Vaillancourt Theorem, that is, Theorem 5.7.1. In Section 5.7.2, we prove the result for $\rho=\delta=0$.

The proof will rely on an analogue on $G$ of the familiar decomposition of $\mathbb{R}^{n}$ into unit cubes presented in Section 5.7.1. The case $\rho=\delta \in(0,1)$ will be proved in Section 5.7.4 and its proof relies on the case $\rho=\delta=0$ and on a bilinear estimate proved in Section 5.7.3. The case of $\rho=\delta \in[0,1)$ will then be proved and this will imply Theorem 5.7.1 thanks to the continuous inclusions between symbol classes (see (5.31)).

### 5.7.1 Analogue of the decomposition into unit cubes

In this section, we present an analogue of the dyadic cubes, more precisely we construct a useful covering of the general homogeneous Lie group $G$ by unit balls and the corresponding partition of unity with a number of advantageous properties. The proof is an adaptation of [FS82, Lemma 7.14].

Lemma 5.7.5. Let $|\cdot|$ be a fixed homogeneous quasi-norm on the homogeneous Lie group $G$. We denote by $C_{o} \geq 1$ a constant for the triangle inequality

$$
\begin{equation*}
\forall x, y \in G \quad|x y| \leq C_{o}(|x|+|y|) \tag{5.71}
\end{equation*}
$$

Denoting by $B(x, R)$ the $|\cdot|$-ball centred at point $x$ with radius $R$,

$$
B(x, R):=\left\{y \in G:\left|x^{-1} y\right|<R\right\},
$$

there exists a maximal family $\left\{B\left(x_{i}, \frac{1}{2 C_{o}}\right)\right\}_{i=1}^{\infty}$ of disjoint balls of radius $\frac{1}{2 C_{o}}$, and we choose one such family. Then the following properties hold:

1. The balls $\left\{B\left(x_{i}, 1\right)\right\}_{i=1}^{\infty}$ cover $G$.
2. For any $C \geq 1$, no point of $G$ belongs to more than $\left\lceil\left(4 C_{o}^{2} C\right)^{Q}\right\rceil$ of the balls $\left\{B\left(x_{i}, C\right)\right\}_{i=1}^{\infty}$.
3. There exists a sequence of functions $\chi_{i} \in \mathcal{D}(G), i \in \mathbb{N}$, such that each $\chi_{i}$ is supported in $B\left(x_{i}, 2\right)$ and satisfies $0 \leq \chi_{i} \leq 1$ while we have $\sum_{i=1}^{\infty} \chi_{i}=1$. Moreover, for any $\beta \in \mathbb{N}_{0}^{n}$, $X^{\beta} \chi_{i}$ is uniformly bounded in $i \in \mathbb{N}$.
4. For any $p_{1}>Q+1$, we have

$$
\exists C_{p_{1}}>0 \quad \forall i_{o} \in \mathbb{N} \quad \sum_{i=1}^{\infty}\left(1+\left|x_{i_{o}}^{-1} x_{i}\right|\right)^{-p_{1}} \leq C_{p_{1}}<\infty
$$

Remark 5.7.6. The conclusion of Part (4) is rough but will be sufficient for our purposes. We note, however, that if the quasi-norm in Lemma 5.7.5 is actually a norm, i.e. if the constant $C_{o}$ in (5.71) is equal to one, $C_{o}=1$, then the conclusion of Part (4) of Lemma 5.7.5 holds true for all $p_{1}>Q$. This will be proved together with the lemma.

Proof of Lemma 5.7.5 and of Remark 5.7.6. If $x \in G$ then by maximality there exists $i$ such that the distance from $x$ to $B\left(x_{i}, \frac{1}{2 C_{o}}\right)$ is $<1 /\left(2 C_{o}\right)$. Denoting by $y$ a point in $\bar{B}\left(x_{i}, \frac{1}{2 C_{o}}\right)$ which realises the distance, we have

$$
\left|x_{i}^{-1} x\right| \leq C_{o}\left(\left|x_{i}^{-1} y\right|+\left|y^{-1} x\right|\right)<C_{o}\left(\frac{1}{2 C_{o}}+\frac{1}{2 C_{o}}\right)=1
$$

This proves Part (1).
If $x$ is in all the balls $B\left(x_{i_{\ell}}, C\right), \ell=1, \ldots, \ell_{o}$, then

$$
\forall y \in \cup_{\ell=1}^{\ell_{o}} B\left(x_{i_{\ell}}, C\right) \quad \exists \ell \in\left[1, \ell_{o}\right] \quad\left|x^{-1} y\right| \leq C_{o}\left(\left|x^{-1} x_{i_{\ell}}\right|+\left|x_{i_{\ell}}^{-1} y\right|\right) \leq C_{o} 2 C
$$

This shows that $B\left(x, 2 C_{o} C\right)$ contains $\cup_{\ell=1}^{\ell_{o}} B\left(x_{i_{\ell}}, C\right)$ and, therefore, it must contain the disjoint balls $\cup_{\ell=1}^{\ell_{o}} B\left(x_{i_{\ell}}, \frac{1}{2 C_{o}}\right)$. Taking the Haar measure and denoting $c_{1}:=$ $|B(0,1)|$, we have

$$
\left|\cup_{\ell=1}^{\ell_{o}} B\left(x_{i_{\ell}}, \frac{1}{2 C_{o}}\right)\right|=\ell_{o} c_{1}\left(\frac{1}{2 C_{o}}\right)^{Q} \leq\left|B\left(x, 2 C_{o} C\right)\right|=\left(2 C_{o} C\right)^{Q} c_{1}
$$

This proves Part (2).
Let us fix $\chi \in \mathcal{D}(G)$ satisfying $0 \leq \chi \leq 1$ with $\chi=1$ on $B(0,1)$ and $\chi=0$ on $B(0,2)$. The sum $\sum_{i^{\prime}=1}^{\infty} \chi\left(x_{i^{\prime}}^{-1} \cdot\right)$ is locally finite by Part (2); it is a smooth function with values between 1 and $\left\lceil\left(4 C_{o}^{2} \times 2\right)^{Q}\right\rceil$. We define

$$
\chi_{i}(x):=\frac{\chi\left(x_{i}^{-1} x\right)}{\sum_{i^{\prime}=1}^{\infty} \chi\left(x_{i^{\prime}}^{-1} x\right)}
$$

This gives Part (3).
To prove Part (4), we fix a point $x_{i_{o}}$ and observe that if $x \in G$ is in one of the balls $B\left(x_{i}, \frac{1}{2 C_{o}}\right)$ with $\left|x_{i_{o}}^{-1} x_{i}\right| \in[\ell, \ell+1)$ for some $\ell \in \mathbb{N}$, let us say $B\left(x_{i_{1}}, \frac{1}{2 C_{o}}\right)$, then

$$
\left|x_{i_{o}}^{-1} x\right| \leq C_{o}\left(\left|x_{i_{1}}^{-1} x\right|+\left|x_{i_{o}}^{-1} x_{i_{1}}\right|\right) \leq C_{o}\left(\frac{1}{2 C_{o}}+\ell+1\right)
$$

This yields the inclusion

$$
\sqcup_{\left|x_{i_{o}}^{-1} x_{i}\right| \in[\ell, \ell+1)} B\left(x_{i}, \frac{1}{2 C_{o}}\right) \subset B\left(x_{i_{o}}, C_{o}\left(\frac{1}{2 C_{o}}+\ell+1\right)\right) .
$$

The measure of the left hand side is $c_{1}\left(2 C_{o}\right)^{-Q} \operatorname{card}\left\{i:\left|x_{i_{o}}^{-1} x_{i}\right| \in[\ell, \ell+1)\right\}$ and the measure of the right hand side is $c_{1}\left(C_{o}\left(\frac{1}{2 C_{o}}+\ell+1\right)\right)^{Q}$. Therefore,

$$
\operatorname{card}\left\{i:\left|x_{i_{o}}^{-1} x_{i}\right| \in[\ell, \ell+1)\right\} \leq c \ell^{Q}
$$

Now we decompose

$$
\sum_{i=1}^{\infty}\left(1+\left|x_{i_{o}}^{-1} x_{i}\right|\right)^{-p_{1}}=\sum_{\left|x_{i}^{-1} x_{i_{o}}\right|<1}\left(1+\left|x_{i_{o}}^{-1} x_{i}\right|\right)^{-p_{1}}+\sum_{\ell=1}^{\infty} \sum_{\left|x_{i}^{-1} x_{i_{o}}\right| \in[\ell, \ell+1)}\left(1+\left|x_{i_{o}}^{-1} x_{i}\right|\right)^{-p_{1}}
$$

By Part (2) the first sum on the right hand side is $\leq\left\lceil\left(4 C_{o}^{2}\right)^{Q}\right\rceil$ whereas from the observation just above, the second sum is $\leq \sum_{\ell=0}^{\infty}(1+\ell)^{-p_{1}} c^{\prime}(1+\ell)^{Q}$. This last sum being convergent whenever $-p_{1}+Q<-1$, Part (4) is proved.

Let us finally prove Remark 5.7.6, that is, Part (4) of the lemma for $p_{1}>Q$ provided that $C_{o}=1$. This will follow by the same argument as above if we can show a refined estimate

$$
\operatorname{card}\left\{i:\left|x_{i_{o}}^{-1} x_{i}\right| \in[\ell, \ell+1)\right\} \leq c \ell^{Q-1}
$$

We claim that this estimate holds true. Since $C_{o}=1$, we can estimate

$$
\left|x_{i_{o}}^{-1} x\right| \geq\left|x_{i_{o}}^{-1} x_{i_{1}}\right|-\left|x_{i_{1}}^{-1} x\right|>\ell-\frac{1}{2 C_{o}}=\ell-\frac{1}{2}
$$

We also have $C_{o}\left(\frac{1}{2 C_{o}}+\ell+1\right)=\ell+\frac{3}{2}$. Consequently, we have the inclusion

$$
\sqcup_{\left|x_{i_{o}}^{-1} x_{i}\right| \in[\ell, \ell+1)} B\left(x_{i}, \frac{1}{2 C_{o}}\right) \subset B\left(x_{i_{o}}, \ell+\frac{3}{2}\right) \backslash B\left(x_{i_{o}}, \ell-\frac{1}{2}\right),
$$

with the measure on the right hand side being $c_{1}\left(\ell+\frac{3}{2}\right)^{Q}-c_{1}\left(\ell-\frac{1}{2}\right)^{Q}$. Therefore,

$$
\operatorname{card}\left\{i:\left|x_{i_{o}}^{-1} x_{i}\right| \in[\ell, \ell+1)\right\} \leq c \ell^{Q-1}
$$

so that the required claim is proved.

### 5.7.2 Proof of the case $S_{0,0}^{0}$

This section is devoted to the proof of the following result which is a particular case of Theorem 5.7.1. We also give an explicit estimate on the number of derivatives and differences of the symbol needed for the $L^{2}$-boundedness.

Proposition 5.7.7. Let $T \in \Psi_{0,0}^{0}$. Then $T$ extends to a bounded operator on $L^{2}(G)$. Furthermore, if we fix a positive Rockland operator $\mathcal{R}$ (in order to define the seminorms on $\left.\Psi_{\rho, \delta}^{m}\right)$ then

$$
\forall \phi \in \mathcal{S}(G) \quad\|T \phi\|_{L^{2}(G)} \leq C\|T\|_{\Psi_{0,0}^{0}, a, b, c}\|\phi\|_{L^{2}(G)}
$$

where $C>0$ and $a, b, c \in \mathbb{N}_{0}$ are independent of $T$. In particular, this estimate holds with $a=r p_{o}, b=r \nu+\left\lceil\frac{Q}{2}\right\rceil, c=r \nu$, where $\nu$ is the degree of $\mathcal{R}, p_{o} / 2$ is the smallest positive integer divisible by $v_{1}, \ldots, v_{n}$, and $r \in \mathbb{N}_{0}$ is the smallest integer such that $r p_{o}>Q+1$.

Throughout Section 5.7.2, we fix the homogeneous norm $|\cdot|=|\cdot|_{p_{o}}$ given by (3.21), where $p_{o} / 2$ is the smallest positive integer divisible by $v_{1}, \ldots, v_{n}$. We fix a maximal family $\left\{B\left(x_{i}, \frac{1}{2 C_{o}}\right)\right\}_{i=1}^{\infty}$ of disjoint balls and a sequence of functions $\left(\chi_{i}\right)_{i=1}^{\infty}$ so that the properties of Lemma 5.7.5 hold. We also fix $\psi_{0}, \psi_{1} \in \mathcal{D}(\mathbb{R})$ supported in $[-1,1]$ and $[1 / 2,2]$, respectively, such that $0 \leq \psi_{0}, \psi_{1} \leq 1$ and

$$
\forall \lambda \geq 0 \quad \sum_{j=0}^{\infty} \psi_{j}(\lambda)=1 \text { with } \psi_{j}(\lambda):=\psi_{1}\left(2^{-(j-1)} \lambda\right), j \in \mathbb{N} .
$$

Let us start the proof of Proposition 5.7.7. Let $\sigma \in S_{0,0}^{0}$.
For each $I=(i, j) \in \mathbb{N} \times \mathbb{N}_{0}$, we define

$$
\sigma_{I}(x, \pi):=\chi_{i}(x) \sigma(x, \pi) \psi_{j}(\pi(\mathcal{R}))
$$

We denote by $T_{I}$ and $\kappa_{I}$ the corresponding operator and kernel.
Roughly speaking, the parameters $i$ and $j$ correspond to localising in space and frequency, respectively. The localisation in space corresponds to the covering of $G$ by the balls centred at the $x_{i}$ 's, while the localisation in frequency is determined by the spectral projection of $\mathcal{R}$ to the $L^{2}(G)$-eigenspaces corresponding to eigenvalues close to each $2^{j}$.

It is not difficult to see that each $T_{I}$ is bounded on $L^{2}(G)$ :
Lemma 5.7.8. Each operator $T_{I}$ is bounded on $L^{2}(G)$.
Since $\sigma_{I}$ is localised both in space and in frequency, we may use one of the two localisations.
Proof of Lemma 5.7.8 using frequency localisation. Let $\alpha, \beta \in \mathbb{N}_{0}^{n}$. By the Leibniz formulae for difference operators (see Proposition 5.2.10) and for vector fields, we have

$$
X_{x}^{\beta} \Delta^{\alpha} \sigma_{I}(x, \pi)=\sum_{\substack{\left[\beta_{1}\right]+\left[\beta_{2}\right]=[\beta] \\\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]}} X_{x}^{\beta_{1}} \chi_{i}(x) X_{x}^{\beta_{2}} \Delta^{\alpha_{1}} \sigma(x, \pi) \Delta^{\alpha_{2}} \psi_{j}(\pi(\mathcal{R}))
$$

Therefore,

$$
\begin{aligned}
& \left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{[\alpha]+\gamma}{\nu}} X_{x}^{\beta} \Delta^{\alpha} \sigma_{I}(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \leq C \sum_{\left[\beta_{2}\right] \leq[\beta]}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{[\alpha]+\gamma}{\nu}} X_{x}^{\beta_{2}} \Delta^{\alpha_{1}} \sigma(x, \pi) \Delta^{\alpha_{2}} \psi_{j}(\pi(\mathcal{R})) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha] \\
& \leq C \sum_{\left[\beta_{2}\right] \leq[\beta]}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{[\alpha]+\gamma}{\nu}} X_{x}^{\beta_{2}} \Delta^{\alpha_{1}} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\left[\alpha_{2}\right]+\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& {\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=[\alpha]} \\
& \quad\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\left[\alpha_{2}\right]+\gamma}{\nu}} \Delta^{\alpha_{2}} \psi_{j}(\pi(\mathcal{R})) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right) .} .
\end{aligned}
$$

Therefore, by Lemma 5.4.7, we obtain

$$
\left\|\sigma_{I}\right\|_{S_{1,0}^{0}, a, b, c} \leq\|\sigma\|_{S_{0,0}^{0}, a, b, c+a} 2^{j a / \nu} .
$$

This shows that the operator $T_{I}$ is in $\Psi^{0}$ and is therefore bounded on $L^{2}(G)$ by Theorem 5.4.17.

Proof of Lemma 5.7.8 using space localisation. Another proof is to apply the following lemma since the symbol $\sigma_{I}(x, \pi)$ has compact support in $x$.

Lemma 5.7.9. Let $\sigma(x, \pi)$ be a symbol (in the sense of Definition 5.1.33) supported in $x \in S$, and assume that $S$ is compact. Then the operator norm of the associated operator on $L^{2}(G)$ is

$$
\|\operatorname{Op}(\sigma)\|_{\mathscr{L}\left(L^{2}(G)\right)} \leq C|S|^{1 / 2} \sup _{\substack{x \in G \\[\beta] \leq\left\lceil\frac{Q}{2}\right\rceil}}\left\|X_{x}^{\beta} \sigma(x, \pi)\right\|_{L^{\infty}(\widehat{G})}
$$

Proof of Lemma 5.7.9. Let $T=\mathrm{Op}(\sigma)$ and let $\kappa_{x}$ be the associated kernel. We have by the Sobolev inequality in Theorem 4.4.25,

$$
\begin{aligned}
|T \phi(x)|^{2} & =\left|\phi * \kappa_{x}(x)\right|^{2} \leq \sup _{x_{o} \in G}\left|\phi * \kappa_{x_{o}}(x)\right|^{2} \\
& \leq C \sum_{[\beta] \leq\left\lceil\frac{Q}{2}\right\rceil}\left\|\phi * X_{x_{o}}^{\beta} \kappa_{x_{o}}(x)\right\|_{L^{2}\left(d x_{o}\right)}^{2}
\end{aligned}
$$

Hence

$$
\begin{aligned}
\|T \phi\|_{L^{2}(G)}^{2} & \leq C \sum_{[\beta] \leq\left\lceil\frac{Q}{2}\right\rceil} \int_{G} \int_{G}\left|\phi * X_{x_{o}}^{\beta} \kappa_{x_{o}}(x)\right|^{2} d x_{o} d x \\
& \leq C \sum_{[\beta] \leq\left\lceil\frac{Q}{2}\right\rceil} \int_{G}\left\|\phi * X_{x_{o}}^{\beta} \kappa_{x_{o}}\right\|_{L^{2}(d x)}^{2} d x_{o} \\
& \leq C|S| \sup _{x_{o} \in G,\lceil\beta] \leq\left\lceil\frac{Q}{2}\right\rceil}\left\|\phi * X_{x_{o}}^{\beta} \kappa_{x_{o}}(x)\right\|_{L^{2}(d x)}^{2} .
\end{aligned}
$$

Now by Plancherel's Theorem,

$$
\left\|\phi * X_{x_{o}}^{\beta} \kappa_{x_{o}}(x)\right\|_{L^{2}(d x)} \leq\|\phi\|_{L^{2}(d x)}\left\|X_{x_{o}}^{\beta} \sigma\left(x_{o}, \pi\right)\right\|_{L^{\infty}(\widehat{G})} .
$$

This implies that the $L^{2}$-operator norm of $T$ is

$$
\leq C|S|^{1 / 2} \sup _{x_{o} \in G,[\beta] \leq\left\lceil\frac{Q}{2}\right\rceil}\left\|X_{x_{o}}^{\beta} \sigma\left(x_{o}, \pi\right)\right\|_{L^{\infty}(\widehat{G})}
$$

and concludes the proof of Lemma 5.7.9.

Let us go back to the proof of Proposition 5.7.7. The approach is to apply the following version of Cotlar's lemma:

Lemma 5.7.10 (Cotlar's lemma here). Suppose that $r \in \mathbb{N}_{0}$ is such that $r p_{o}>Q+1$ and that there exists $A_{r}>0$ satisfying for all $\left(I, I^{\prime}\right) \in \mathbb{N} \times \mathbb{N}_{0}$ :

$$
\max \left(\left\|T_{I} T_{I^{\prime}}^{*}\right\|_{\mathscr{L}\left(L^{2}(G)\right)},\left\|T_{I}^{*} T_{I^{\prime}}\right\|_{\mathscr{L}\left(L^{2}(G)\right)}\right) \leq A_{r} 2^{-\left|j-j^{\prime}\right| r}\left(1+\left|x_{i^{\prime}}^{-1} x_{i}\right|\right)^{-r p_{o}}
$$

Then $T=\operatorname{Op}(\sigma)$ is $L^{2}$-bounded with operator norm $\leq C \sqrt{A_{r}}$.
Lemma 5.7.10 can be easily shown, adapting for instance the proof given in [Ste93, ch. VII §2] using Part (4) of Lemma 5.7.5. Indeed, the numbering of the sequence of operators to which the Cotlar-Stein lemma (see Theorem A.5.2) is applied is not important, and the condition $r p_{o}>Q+1$ is motivated by Lemma 5.7.5, Part (4). This is left to the reader.

Lemma 5.7.11 which follows gives the operator norm for $T_{I} T_{I^{\prime}}^{*}$ and $T_{I}^{*} T_{I^{\prime}}$. Combining Lemmata 5.7.10 and 5.7.11 gives the proof of Proposition 5.7.7.

Lemma 5.7.11. 1. For any $r \in \mathbb{N}_{0}$, the operator norm of $T_{I} T_{I^{\prime}}^{*}$ on $L^{2}(G)$ is

$$
\left\|T_{I} T_{I^{\prime}}^{*}\right\|_{\mathscr{L}\left(L^{2}(G)\right)} \leq C_{r} 1_{\left|j-j^{\prime}\right| \leq 1}\left(1+\left|x_{i^{\prime}}^{-1} x_{i}\right|\right)^{-r p_{o}}\|\sigma\|_{S_{0,0}^{0}, r p_{o},\left\lceil\frac{Q}{2}\right\rceil, 0}^{2}
$$

2. For any $r \in \mathbb{N}_{0}$, the operator norm of $T_{I}^{*} T_{I^{\prime}}$ on $L^{2}(G)$ is

$$
\left\|T_{I}^{*} T_{I^{\prime}}\right\|_{\mathscr{L}\left(L^{2}(G)\right)} \leq C_{r} 1_{\left|x_{i^{\prime}}^{-1} x_{i}\right| \leq 4 C_{o}} 2^{-\left|j-j^{\prime}\right| r}\|\sigma\|_{S_{0,0}^{0}, 0, r \nu+\left\lceil\frac{Q}{2}\right\rceil, r \nu}^{2}
$$

In the proof of Lemma 5.7.11, we will also use the symbols $\sigma_{i}, i \in \mathbb{N}$, given by

$$
\sigma_{i}(x, \pi):=\chi_{i}(x) \sigma(x, \pi)
$$

and the corresponding operators $T_{i}=\operatorname{Op}\left(\sigma_{i}\right)$ and kernels $\kappa_{i}$. We observe that $\sigma_{i}$ is compactly supported in $x$, therefore by Lemma 5.7.9, the operator $T_{i}$ is bounded on $L^{2}(G)$.

Proof of Lemma 5.7.11 Part (1). We have (see the end of Lemma 5.5.4)

$$
T_{I}=\operatorname{Op}\left(\sigma_{I}\right)=T_{i} \psi_{j}(\mathcal{R})
$$

thus

$$
T_{I} T_{I^{\prime}}^{*}=T_{i} \psi_{j}(\mathcal{R}) \psi_{j^{\prime}}(\mathcal{R}) T_{i^{\prime}}^{*}
$$

Since $\psi_{j}(\mathcal{R}) \psi_{j^{\prime}}(\mathcal{R})=\left(\psi_{j} \psi_{j^{\prime}}\right)(\mathcal{R})$, this is 0 if $\left|j-j^{\prime}\right|>1$. Let us assume $\left|j-j^{\prime}\right| \leq 1$. We set

$$
T_{i^{\prime} j^{\prime} j}:=T_{i^{\prime}} \circ\left(\psi_{j} \psi_{j^{\prime}}\right)(\mathcal{R})=\mathrm{Op}\left(\sigma_{i^{\prime}} \circ\left(\psi_{j} \psi_{j^{\prime}}\right)(\pi(\mathcal{R}))\right),
$$

see again the end of Lemma 5.5.4. Therefore $T_{I} T_{I^{\prime}}^{*}=T_{i} T_{i^{\prime} j^{\prime} j}^{*}$, and we have by the Sobolev inequality in Theorem 4.4.25,

$$
\begin{aligned}
\left|T_{I} T_{I^{\prime}}^{*} \phi(x)\right| & =\left|\int_{G} T_{i^{\prime} j^{\prime} j}^{*} \phi(z) \kappa_{i x}\left(z^{-1} x\right) d z\right| \\
& \leq \sup _{x_{o}}\left|\int_{G} T_{i^{\prime} j^{\prime} j}^{*} \phi(z) \kappa_{i x_{o}}\left(z^{-1} x\right) d z\right| 1_{x \in B\left(x_{i}, 2\right)} \\
& \leq C \sum_{[\beta] \leq\left\lceil\frac{Q}{2}\right\rceil}\left\|X_{x_{o}}^{\beta} \int_{G} T_{i^{\prime} j^{\prime} j}^{*} \phi(z) \kappa_{i x_{o}}\left(z^{-1} x\right) d z\right\|_{L^{2}\left(d x_{o}\right)} 1_{x \in B\left(x_{i}, 2\right)} .
\end{aligned}
$$

Hence,

$$
\left\|T_{I} T_{I^{\prime}}^{*} \phi\right\|_{L^{2}} \leq C \sum_{[\beta] \leq\left\lceil\frac{Q}{2}\right\rceil}\left\|\int_{G} T_{i^{\prime} j^{\prime} j}^{*} \phi(z) X_{x_{o}}^{\beta} \kappa_{i x_{o}}\left(z^{-1} x\right) d z 1_{x \in B\left(x_{i}, 2\right)}\right\|_{L^{2}\left(d x_{o} d x\right)}
$$

The idea of the proof is to use a quantity which will help the space localisation; so we introduce this quantity $1+\left|z^{-1} x\right|^{r p_{o}}$ and its inverse, where the integer $r \in \mathbb{N}$ is to be chosen suitably. Notice that for the inverse we have

$$
\left(1+\left|z^{-1} x\right|^{r p_{o}}\right)^{-1} \leq C_{r}\left(1+\left|z^{-1} x\right|\right)^{-r p_{o}} \leq C_{r}\left(1+\left|x_{i^{\prime}}^{-1} x_{i}\right|\right)^{-r p_{o}},
$$

for any $z \in \operatorname{supp} \chi_{i^{\prime}}$ and $x \in B\left(x_{i}, 2\right)$. Therefore, we obtain

$$
\begin{aligned}
& \left\|\int_{G} T_{i^{\prime} j^{\prime} j}^{*} \phi(z) X_{x_{o}}^{\beta} \kappa_{i x_{o}}\left(z^{-1} x\right) d z 1_{x \in B\left(x_{i}, 2\right)}\right\|_{L^{2}\left(d x_{o} d x\right)} \\
& \quad=\left\|\int_{G} T_{i^{\prime} j^{\prime} j}^{*} \phi(z) \frac{1+\left|z^{-1} x\right|^{r p_{o}}}{1+\left|z^{-1} x\right|^{r p_{o}}} X_{x_{o}}^{\beta} \kappa_{i x_{o}}\left(z^{-1} x\right) d z 1_{x \in B\left(x_{i}, 2\right)}\right\|_{L^{2}\left(d x_{o}, d x\right)} \\
& \leq C\left(1+\left|x_{i^{\prime}}^{-1} x_{i}\right|\right)^{-r p_{o}}\left\|T_{i^{\prime} j^{\prime} j}^{*} \phi\left(z_{1}\right)\right\|_{L^{2}\left(d z_{1}\right)} \\
& \quad\left\|\left(1+\left|z_{2}^{-1} x\right|^{r p_{o}}\right) X_{x_{o}}^{\beta} \kappa_{i x_{o}}\left(z_{2}^{-1} x\right) 1_{x \in B\left(x_{i}, 2\right)}\right\|_{L^{2}\left(d z_{2}, d x_{o}, d x\right)}
\end{aligned}
$$

by the observation just above and the Cauchy-Schwartz inequality. The last term can be estimated as

$$
\begin{aligned}
\|(1 & \left.+\left|z_{2}^{-1} x\right|^{r p_{o}}\right) X_{x_{o}}^{\beta} \kappa_{i x_{o}}\left(z_{2}^{-1} x\right) 1_{x \in B\left(x_{i}, 2\right)} \|_{L^{2}\left(d z_{2}, d x_{o}, d x\right)} \\
& \leq\left|B\left(x_{i}, 2\right)\right| \sup _{x_{o} \in G}\left\|\left(1+\left|z^{\prime}\right|^{r p_{o}}\right) X_{x_{o}}^{\beta} \kappa_{i x_{o}}\left(z^{\prime}\right)\right\|_{L^{2}\left(d z^{\prime}\right)} \\
& \leq C \sup _{x_{o} \in G} \sum_{[\alpha]=0}^{r p_{o}}\left\|X_{x_{o}}^{\beta} \Delta^{\alpha} \sigma_{i}\left(x_{o}, \pi\right)\right\|_{L^{\infty}(\widehat{G})}
\end{aligned}
$$

by the Plancherel theorem and Theorem 5.2.22, since $\left|z^{\prime}\right|^{r p_{o}}$ can be written as a linear combination of $\tilde{q}_{\alpha}(z),[\alpha]=r p_{o}$. Combining the estimates above, we have
obtained

$$
\left\|T_{I} T_{I^{\prime}}^{*} \phi\right\|_{L^{2}} \leq C\left(1+\left|x_{i^{\prime}}^{-1} x_{i}\right|\right)^{-r p_{o}}\left\|T_{i^{\prime} j^{\prime} j}^{*} \phi\right\|_{L^{2}} \sup _{\substack{x_{o} \in G \\\left[\beta^{\prime}\right] \leq\left\lceil\frac{Q}{2}\right\rceil,[\alpha] \leq r p_{o}}}\left\|\Delta^{\alpha} X_{x_{o}}^{\beta^{\prime}} \sigma\left(x_{o}, \pi\right)\right\|_{L^{\infty}(\widehat{G})}
$$

The supremum is equal to $\|\sigma\|_{S_{0,0}^{0}, r p_{o},\left\lceil\frac{Q}{2}\right\rceil, 0}$. So we now want to study the operator norm of $T_{i^{\prime} j^{\prime} j}^{*}$, which is equal to the operator norm of $T_{i^{\prime} j^{\prime} j}$. Since the symbol of $T_{i^{\prime} j^{\prime} j}$ is localised in space we may apply Lemma 5.7.9 and obtain

$$
\begin{aligned}
& \left\|T_{i^{\prime} j^{\prime} j}^{*}\right\|_{\mathscr{L}\left(L^{2}(G)\right)}=\left\|T_{i^{\prime} j^{\prime} j}\right\|_{\mathscr{L}\left(L^{2}(G)\right)}=\left\|\operatorname{Op}\left(\sigma_{i}\left(\psi_{j} \psi_{j^{\prime}}\right)(\pi(\mathcal{R}))\right)\right\|_{\mathscr{L}\left(L^{2}(G)\right)} \\
& \leq C\left|B\left(x_{i}, 2\right)\right|^{1 / 2} \sup _{\substack{x \in G \\
[\beta] \leq\lceil Q / 2\rceil}}\left\|X_{x}^{\beta}\left\{\chi_{i}(x) \sigma(x, \pi)\left(\psi_{j} \psi_{j^{\prime}}\right)(\pi(\mathcal{R}))\right\}\right\|_{L^{\infty}(\widehat{G})} \\
& \leq C \sup _{\substack{x \in G, \pi \in \widehat{G} \\
[\beta] \leq\lceil Q / 2\rceil}} \sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right]=[\beta]}\left|X^{\beta_{1}} \chi_{i}(x)\right|\left\|X_{x}^{\beta_{2}} \sigma(x, \pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}\left\|\left(\psi_{j} \psi_{j^{\prime}}\right)(\pi(\mathcal{R}))\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \leq C \sup _{\substack{x \in G, \pi \in \widehat{G} \\
\left[\beta_{2}\right] \leq\lceil Q / 2\rceil}}\left\|X_{x}^{\beta_{2}} \sigma(x, \pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}=C\|\sigma\|_{S_{0,0}^{0}, 0,\lceil Q / 2\rceil, 0},
\end{aligned}
$$

since the $X^{\beta_{2}} \chi_{i}$ 's are uniformly bounded on $G$ and over $i$.
Thus, we have obtained

$$
\left\|T_{I} T_{I^{\prime}}^{*} \phi\right\|_{L^{2}} \leq C\left(1+\left|x_{i^{\prime}}^{-1} x_{i}\right|\right)^{-r p_{o}}\|\sigma\|_{S_{0,0}^{0}, 0,\lceil Q / 2\rceil, 0}\|\phi\|_{L^{2}}\|\sigma\|_{S_{0,0}^{0}, r p_{o},\left\lceil\frac{Q}{2}\right\rceil, 0}
$$

and this concludes the proof of the first part of Lemma 5.7.11.
Proof of Lemma 5.7.11 Part (2). Recall that each $\kappa_{I x}(y)$ is supported, with respect to $x$, in the ball $B\left(x_{i}, 2\right)$. We compute easily that the kernel of $T_{I}^{*} T_{I^{\prime}}$ is

$$
\kappa_{I * I^{\prime}}(x, w)=\int_{G} \kappa_{I^{\prime} x z^{-1}}\left(w z^{-1}\right) \kappa_{I x z^{-1}}^{*}(z) d z
$$

Therefore, $\kappa_{I * I^{\prime}}$ is identically 0 if there is no $z$ such that $x z^{-1} \in B\left(x_{i}, 2\right) \cap B\left(x_{i^{\prime}}, 2\right)$. So if $\left|x_{i^{\prime}}^{-1} x_{i}\right|>4 C_{o}$ (which implies $B\left(x_{i}, 2\right) \cap B\left(x_{i^{\prime}}, 2\right)=\emptyset$ ) then $T_{I}^{*} T_{I^{\prime}}=0$. So we may assume $\left|x_{i^{\prime}}^{-1} x_{i}\right| \leq 4 C_{o}$.

The idea of the proof is to use a quantity which will help the frequency localisation; so we introduce this quantity $(\mathrm{I}+\mathcal{R})^{r}$ and its inverse, where the integer $r \in \mathbb{N}$ is to be chosen suitably. We can write

$$
T_{I}^{*} T_{I^{\prime}}=T_{I}^{*} T_{i^{\prime}} \psi_{j^{\prime}}(\mathcal{R})=T_{I}^{*} T_{i^{\prime}}(\mathrm{I}+\mathcal{R})^{r}(\mathrm{I}+\mathcal{R})^{-r} \psi_{j^{\prime}}(\mathcal{R})
$$

By the functional calculus (see Corollary 4.1.16),

$$
\left\|(\mathrm{I}+\mathcal{R})^{-r} \psi_{j^{\prime}}(\mathcal{R})\right\|_{\mathscr{L}\left(L^{2}(G)\right)}=\sup _{\lambda \geq 0}(1+\lambda)^{-r} \psi_{j^{\prime}}(\lambda) \leq C_{r} 2^{-j^{\prime} r}
$$

Thus we need to study $T_{I}^{*} T_{i^{\prime}}(\mathrm{I}+\mathcal{R})^{r}$. We see that its kernel is

$$
\begin{aligned}
\kappa_{x}(w) & =\int_{G}(\mathrm{I}+\tilde{\mathcal{R}})^{r} \kappa_{i^{\prime} x z^{-1}}\left(w z^{-1}\right) \kappa_{I x z^{-1}}^{*}(z) d z \\
& =\int_{G}(\mathrm{I}+\tilde{\mathcal{R}})^{r} \kappa_{i^{\prime} x w^{-1} z}(z) \kappa_{I x w^{-1} z}^{*}\left(z^{-1} w\right) d z .
\end{aligned}
$$

We introduce $(\mathrm{I}+\mathcal{R})^{r}(\mathrm{I}+\mathcal{R})^{-r}$ on the first term of the integrand acting on the variable of $\kappa_{i^{\prime} x w^{-1} z}$, and then integrate by parts to obtain

$$
\begin{gathered}
\kappa_{x}(w)=\sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right]+\left[\beta_{3}\right]=r \nu} \int_{G} X_{z_{1}=z}^{\beta_{1}}(\mathrm{I}+\mathcal{R})^{-r}(\mathrm{I}+\tilde{\mathcal{R}})^{r} \kappa_{i^{\prime} x w^{-1} z_{1}}(z) \\
=\sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right]+\left[\beta_{3}\right]=r \nu}^{\beta_{2}=z} X_{z_{3}=z}^{\beta_{3}} \kappa_{I x w^{-1} z_{2}}^{*}\left(z_{3}^{-1} w\right) d z \\
X_{z_{2}=x w^{-1} z}^{\beta_{2}}\left(X^{\beta_{3}} \kappa_{I z_{2}}\right)^{*}\left(z^{-1} w\right) d z .
\end{gathered}
$$

Re-interpreting this in terms of operators, we obtain

$$
\begin{aligned}
T_{I}^{*} T_{i^{\prime}}(\mathrm{I}+\mathcal{R})^{r}= & \sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right]+\left[\beta_{3}\right]=r \nu} \mathrm{Op}\left(\pi\left(X^{\beta_{3}}\right) X_{x}^{\beta_{2}} \sigma_{I}(x, \pi)\right)^{*} \\
& \operatorname{Op}\left(\pi(\mathrm{I}+\mathcal{R})^{-r} X_{x}^{\beta_{1}} \sigma_{i^{\prime}}(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{r}\right) .
\end{aligned}
$$

By Lemma 5.7.9,

$$
\begin{aligned}
& \left\|\mathrm{Op}\left(\pi(\mathrm{I}+\mathcal{R})^{-r} X_{x}^{\beta_{1}} \sigma_{i^{\prime}}(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{r}\right)\right\|_{\mathscr{L}\left(L^{2}(G)\right)} \\
& \quad \leq C \sup _{\substack{x \in G \\
[\beta] \leq\left\lceil\frac{Q}{2}\right\rceil}}\left\|\pi(\mathrm{I}+\mathcal{R})^{-r} X_{x}^{\beta} X_{x}^{\beta_{1}} \sigma_{i^{\prime}}(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{r}\right\|_{L^{\infty}(\widehat{G})} \\
& \quad \leq\|\sigma\|_{S_{0,0}^{0}, 0,\left\lceil\beta_{1}\right]+\left\lceil\frac{Q}{2}\right\rceil, r \nu},
\end{aligned}
$$

and

$$
\begin{aligned}
& \left\|\mathrm{Op}\left(\pi\left(X^{\beta_{3}}\right) X_{x}^{\beta_{2}} \sigma_{I}(x, \pi)\right)\right\|_{\mathscr{L}\left(L^{2}(G)\right)} \\
& \quad \leq \sup _{[\beta] \leq\left\lceil\frac{Q}{2}\right\rceil}\left\|\pi\left(X^{\beta_{3}}\right) X_{x}^{\beta} X_{x}^{\beta_{2}} \sigma_{i}(x, \pi) \psi_{j}(\pi(\mathcal{R}))\right\|_{L^{\infty}(\widehat{G})} \\
& \leq \sup _{[\beta] \leq\left\lceil\frac{Q}{2}\right\rceil}\left\|\pi\left(X^{\beta_{3}}\right) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\left[\beta_{3}\right]}{\nu}}\right\|_{L^{\infty}(\widehat{G})} \times \\
& \quad \times\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\left[\beta_{3}\right]}{\nu}} X_{x}^{\beta+\beta_{2}} \sigma_{i}(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\left[\beta_{3}\right]}{\nu}}\right\|_{L^{\infty}(\widehat{G})} \times \\
& \quad \times\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\left[\beta_{3}\right]}{\nu}} \psi_{j}(\pi(\mathcal{R}))\right\|_{L^{\infty}(\widehat{G})} \\
& \quad \leq C_{\beta} 2^{j \frac{\left[\beta_{3}\right]}{\nu}}\|\sigma\|_{S_{0,0}^{0}, 0,\left[\beta_{2}\right]+\left\lceil\frac{Q}{2}\right\rceil,\left[\beta_{3}\right]},
\end{aligned}
$$

by Lemma 5.4.7. Hence we have obtained

$$
\begin{aligned}
\left\|T_{I}^{*} T_{I^{\prime}}\right\|_{\mathscr{L}\left(L^{2}(G)\right)} & \leq C_{r} 2^{-j^{\prime} r} \sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right]+\left[\beta_{3}\right]=r \nu}\|\sigma\|_{S_{0,0}^{0}, 0, r \nu+\left\lceil\frac{Q}{2}\right\rceil, r \nu}^{2} j^{j \frac{\left[\beta_{3}\right]}{\nu}} \\
& \leq C_{r} 2^{\left(j-j^{\prime}\right) r}\|\sigma\|_{S_{0,0}^{0}, 0, r \nu+\left\lceil\frac{Q}{2}\right\rceil, r \nu}^{2}
\end{aligned}
$$

This shows Part 2 of Lemma 5.7.11 up to the fact that we should have $-\left|j-j^{\prime}\right|$ instead of $\left(j-j^{\prime}\right)$ but this can be deduced easily by reversing the rôle of $I$ and $I^{\prime}$, and using $\|T\|_{\mathscr{L}\left(L^{2}(G)\right)}=\left\|T^{*}\right\|_{\mathscr{L}\left(L^{2}(G)\right)}$.

This concludes the proof of Lemma 5.7.11. Therefore, by Lemma 5.7.10, Proposition 5.7.7 is also proved.

### 5.7.3 A bilinear estimate

In this section, we prove a bilinear estimate which will be the major ingredient in the proof of the $L^{2}$-boundedness for operators of orders 0 in the case $\rho=\delta \in(0,1)$ in Section 5.7.4.

Note that if $f, g \in \mathcal{S}(G)$ and if $\gamma \in \mathbb{N}_{0}$ then the Leibniz properties together with the properties of the Sobolev spaces (cf. Theorem 4.4.28, especially the Sobolev embeddings in Part (5)) imply

$$
\begin{aligned}
\left\|(\mathrm{I}+\mathcal{R})^{\gamma}(f g)\right\|_{L^{2}(G)} & \lesssim \sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right] \leq \nu \gamma}\left\|X^{\alpha_{1}} f X^{\alpha_{2}} g\right\|_{L^{2}(G)} \\
& \lesssim \sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right] \leq \nu \gamma}\left\|X^{\alpha_{1}} f\right\|_{L^{\infty}(G)}\left\|X^{\alpha_{2}} g\right\|_{L^{2}(G)} \\
& \lesssim \sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right] \leq \nu \gamma}\left\|X^{\alpha_{1}} f\right\|_{H^{s}(G)}\left\|X^{\alpha_{2}} g\right\|_{L^{2}(G)} \\
& \lesssim\|f\|_{H^{s+\nu \gamma}(G)}\|g\|_{H^{\nu \gamma}(G)},
\end{aligned}
$$

where $s>Q / 2$. As usual, $\mathcal{R}$ is a positive Rockland operator of homogeneous degree $\nu$; we denote by $E$ its spectral decomposition, see Corollary 4.1.16. Consequently, if $f, g$ are localised in the spectrum of $\mathcal{R}$ in the sense that $f=E\left(I_{i}\right) f, g=E\left(I_{j}\right) g$, where $I_{i}, I_{j}$ are the dyadic intervals given via

$$
\begin{equation*}
I_{j}:=\left(2^{j-2}, 2^{j}\right), \quad j \in \mathbb{N}, \quad \text { and } \quad I_{0}:=[0,1) \tag{5.72}
\end{equation*}
$$

we obtain easily

$$
\begin{equation*}
\left\|(\mathrm{I}+\mathcal{R})^{\gamma}(f g)\right\|_{L^{2}(G)} \lesssim\|f\|_{L^{2}(G)}\|g\|_{L^{2}(G)} 2^{\left(\gamma+\frac{s}{\nu}\right) \max (i, j)} \tag{5.73}
\end{equation*}
$$

Our aim in this section is to prove a similar result but for $\gamma \ll 0$ :

Proposition 5.7.12. Let $\mathcal{R}$ be a positive Rockland operator of homogeneous degree $\nu$. As usual, we denote by $E$ its spectral decomposition. There exists a constant $C>0$ such that for any $\gamma \in \mathbb{R}$ with $\gamma+Q /(2 \nu)<0$, for any $i, j \in \mathbb{N}_{0}$ with $|i-j|>3$, we have

$$
\begin{array}{r}
\forall f, g \in L^{2}(G) \quad f=E\left(I_{i}\right) f \quad \text { and } \quad g=E\left(I_{j}\right) g \\
\Longrightarrow\left\|(\mathrm{I}+\mathcal{R})^{\gamma}(f g)\right\|_{L^{2}(G)} \leq C\|f\|_{L^{2}}\|g\|_{L^{2}} 2^{\left(\gamma+\frac{Q}{2 \nu}\right) \max (i, j)} .
\end{array}
$$

The intervals $I_{i}, I_{j}$ were defined via (5.72). The proof of Proposition 5.7.12 relies on the following lemma:

Lemma 5.7.13. Let $\mathcal{R}$ be a positive Rockland operator. As in Corollary 4.1.16, for any strongly continuous unitary representation $\pi_{1}$ on $G, E_{\pi_{1}}$ denotes the spectral decomposition of $\pi_{1}(\mathcal{R})$. There exists a 'gap' constant $a \in \mathbb{N}$ such that for any $i, j, k \in \mathbb{N}_{0}$ with $k<j-a$ and $i \leq j-4$, we have

$$
\forall \tau, \pi \in \widehat{G} \quad E_{\tau \otimes \pi}\left(I_{i}\right)\left(E_{\tau}\left(I_{j}\right) \otimes E_{\pi}\left(I_{k}\right)\right)=0
$$

and

$$
\forall \tau, \pi \in \widehat{G} \quad\left(E_{\tau}\left(I_{j}\right) \otimes E_{\pi}\left(I_{k}\right)\right) E_{\tau \otimes \pi}\left(I_{i}\right)=0
$$

Proof of Lemma 5.7.13. We keep the notation of the statement. We also set

$$
\mathcal{H}_{\pi_{1}, j}:=E_{\pi_{1}}\left(I_{j}\right), \quad j \in \mathbb{N}_{0}
$$

for any strongly continuous unitary representation $\pi_{1}$ on $G$. We can write $\mathcal{R}$ as a linear combination

$$
\mathcal{R}=\sum_{[\alpha]=\nu} c_{\alpha} X^{\alpha},
$$

for some complex coefficients $c_{\alpha}$. For any strongly continuous unitary representation $\pi_{1}$, we have

$$
\pi_{1}(\mathcal{R})=\sum_{[\alpha]=\nu} c_{\alpha} \pi_{1}(X)^{\alpha}
$$

Let $\tau, \pi \in \widehat{G}$. We consider the strongly continuous unitary representation $\pi_{1}=\tau \otimes \pi$. For any $X \in \mathfrak{g}$, its infinitesimal representation is given via $\pi_{1}(X)=$ $X_{x=0}\left\{\pi_{1}(x)\right\}$, see Section 1.7. Consequently, we have for any $u \in \mathcal{H}_{\tau}, v \in \mathcal{H}_{\pi}$,

$$
\begin{aligned}
\pi_{1}(X)(u, v) & =X_{x=0} \pi_{1}(x)(u, v) \\
& =X_{x=0} \tau(x) u \otimes \pi(x) v \\
& =\tau(X) u \otimes v+u \otimes \pi(X) v
\end{aligned}
$$

In other words,

$$
(\tau \otimes \pi)(X)=\tau(X) \otimes \mathrm{I}_{\mathcal{H}_{\pi}}+\mathrm{I}_{\mathcal{H}_{\tau}} \otimes \pi(X)
$$

We obtain iteratively

$$
(\tau \otimes \pi)(X)^{\alpha}=\tau(X)^{\alpha} \otimes \mathrm{I}_{\mathcal{H}_{\pi}}+\mathrm{I}_{\mathcal{H}_{\tau}} \otimes \pi(X)^{\alpha}+\sum_{\substack{\left[\beta_{1}\right]+\left[\beta_{2}\right]=[\alpha] \\ 0<\left[\beta_{\beta}\right],\left[\beta_{2}\right]<[\alpha]}} \tau(X)^{\beta_{1}} \otimes \pi(X)^{\beta_{2}}
$$

where $\bar{\sum}$ denotes a linear combination which depends only on $\alpha \in \mathbb{N}_{0}^{n}$ and on the structure of $G$ but not on $\tau, \pi \in \widehat{G}$. This easily implies

$$
\begin{aligned}
& (\tau \otimes \pi)(\mathcal{R})=\sum_{[\alpha]=\nu} c_{\alpha}(\tau \otimes \pi)(X)^{\alpha} \\
& \quad=\tau(\mathcal{R}) \otimes \mathrm{I}_{\mathcal{H}_{\pi}}+\mathrm{I}_{\mathcal{H}_{\tau}} \otimes \pi(\mathcal{R})+\sum_{\substack{\left[\beta_{1}\right]+\left[\beta_{2}\right]=\nu \\
0<\left[\beta_{1}\right],\left[\beta_{2}\right]<\nu}} \tau(X)^{\beta_{1}} \otimes \pi(X)^{\beta_{2}}
\end{aligned}
$$

where $\bar{\sum}$ denotes a linear combination which depends only on $\mathcal{R}$ and on the structure of $G$ but not on $\pi, \tau$. Hence there exists a constant $C>0$ independent of $\pi, \tau$ such that for any $u \in \mathcal{H}_{\tau}, v \in \mathcal{H}_{\pi}$, we have

$$
\|(\tau \otimes \pi)(\mathcal{R})(u \otimes v)\|_{\mathcal{H}_{\tau \otimes \pi}} \geq\|\tau(\mathcal{R}) u\|_{\mathcal{H}_{\tau}}\|v\|_{\mathcal{H}_{\pi}}-\|u\|_{\mathcal{H}_{\tau}}\|\pi(\mathcal{R}) v\|_{\mathcal{H}_{\pi}} \sum_{\substack{\left[\beta_{1}\right]+\left[\beta_{2}\right]=\nu \\ 0<\left[\beta_{1}\right],\left[\beta_{2}\right]<\nu}}\left\|\tau(X)^{\beta_{1}} u\right\|_{\mathcal{H}_{\tau}}\left\|\pi(X)^{\beta_{2}} v\right\|_{\mathcal{H}_{\pi}} .
$$

If $u \in \mathcal{H}_{\tau, j}$ then from the properties of the functional calculus of $\tau(\mathcal{R})$, we have

$$
\|\tau(\mathcal{R}) u\|_{\mathcal{H}_{\tau}} \in\|u\|_{\mathcal{H}_{\tau}} I_{j}
$$

Furthermore, the properties of the functional calculus of $\mathcal{R}$ and $\tau(\mathcal{R})$ yield

$$
\left\|\tau(X)^{\beta_{1}} u\right\|_{\mathcal{H}_{\tau}} \leq\left\|\tau(X)^{\beta_{1}} E_{\tau}\left(I_{j}\right)\right\|_{\mathscr{L}\left(\mathcal{H}_{\tau}\right)}\|u\|_{\mathcal{H}_{\tau}}
$$

and, as $X^{\beta_{1}} \mathcal{R}^{-\frac{\left[\beta_{1}\right]}{\nu}}$ is bounded on $L^{2}(G)$ by Theorem 4.4.16, we have

$$
\begin{aligned}
\left\|\tau(X)^{\beta_{1}} E_{\tau}\left(I_{j}\right)\right\|_{\mathscr{L}\left(\mathcal{H}_{\tau}\right)} & \leq\left\|X^{\beta_{1}} E\left(I_{j}\right)\right\|_{\mathscr{L}\left(L^{2}(G)\right)} \\
& \leq\left\|X^{\beta_{1}} \mathcal{R}^{-\frac{\left[\beta_{1}\right]}{\nu}}\right\|_{\mathscr{L}\left(L^{2}(G)\right)}\left\|\mathcal{R}^{\frac{\left[\beta_{1}\right]}{\nu}} E\left(I_{j}\right)\right\|_{\mathscr{L}\left(L^{2}(G)\right)} \\
& \lesssim 2^{j \frac{\left[\beta_{1}\right]}{\nu}}
\end{aligned}
$$

We have similar inequalities for $v \in \mathcal{H}_{\pi, k}$. For any unit vectors $u \in \mathcal{H}_{\tau, j}$ and $v \in \mathcal{H}_{\pi, k}$ with $j, k \in \mathbb{N}$, we then have
where the constant $C_{1}$ depends only on $\mathcal{R}$ and on the structure of $G$. We notice that

$$
\sum_{\substack{\left[\beta_{1}\right]+\left[\beta_{2}\right]=\nu \\ 0<\left[\beta_{1}\right],\left[\beta_{2}\right]<\nu}} 2^{\frac{j\left[\beta_{1}\right]+k\left[\beta_{2}\right]}{\nu}}=2^{j} \sum_{\substack{\left[\beta_{1}\right]+\left[\beta_{2}\right]=\nu \\ 0<\left[\beta_{1}\right],\left[\beta_{2}\right]<\nu}} 2^{\frac{\left[\beta_{2}\right]}{\nu}(k-j)} \leq 2^{j} C^{\prime} 2^{-a v_{1}}
$$

if $k-j \leq-a$. Here $C^{\prime}$ is a constant which depends on the structure of $G$ and on $\nu$. We choose $a \in \mathbb{N}$ the smallest integer such that

$$
C C^{\prime} 2^{-a v_{1}+2}<1 / 2 \quad \text { and } \quad 2^{-a+3}<1 / 2
$$

Note that $a$ depends only on the structure of $G$ and on $\mathcal{R}$. When $k-j \leq-a$, we have obtained

$$
\begin{aligned}
\|(\tau \otimes \pi)(\mathcal{R})(u \otimes v)\|_{\mathcal{H}_{\tau \otimes \pi}} \geq \quad 2^{j-2}- & 2^{k}-C 2^{j} C^{\prime} 2^{-a v_{1}} \\
= & 2^{j-2}\left(1-C C^{\prime} 2^{-a v_{1}+2}\right)-2^{k} \\
& >2^{j-3}-2^{j-a}>2^{j-4}
\end{aligned}
$$

This implies that $u \otimes v$ can not be in $\mathcal{H}_{\tau \otimes \mathcal{R}, \pi}$ for $i \in \mathbb{N}_{0}$ such that $2^{i} \leq 2^{j-4}$. This shows the first equality of the statement when $i, j, k \in \mathbb{N}$. The case of $k=0$ or $i=0$ requires to modify slightly some constants above and is left to the reader. This shows the first equality of the statement and the second follows by taking the adjoint. This concludes the proof of Lemma 5.7.13.

Proof of Proposition 5.7.12. We keep the notation of Proposition 5.7.12 and Lemma 5.7.13. We notice that it suffices to prove the statement for large enough $\max (i, j)$ and that the rôles of $i$ and $j$ are symmetric. Hence we may assume that $i \leq j-4$ and that $j \geq a$ where $a$ is the 'gap' constant of Lemma 5.7.13

Let $f, g \in L^{2}(G)$ such that $f=E\left(I_{i}\right) f$ and $g=E\left(I_{j}\right) g$. The inverse formula for $g$ yields

$$
(\mathrm{I}+\mathcal{R})^{\gamma}(f g)(x)=\int_{\widehat{G}} \operatorname{Tr}\left(\pi(g)(\mathrm{I}+\mathcal{R})_{x}^{\gamma}\{f(x) \pi(x)\}\right) d \mu(\pi)
$$

We also have $\pi(g)=E_{\pi}\left(I_{j}\right) \pi(g)$. By the Cauchy-Schwartz inequality and the Plancherel formula, we obtain

$$
\left|(\mathrm{I}+\mathcal{R})^{\gamma}(f g)(x)\right|^{2} \leq\|g\|_{L^{2}(G)}^{2} \int_{\widehat{G}}\left\|E_{\pi}\left(I_{j}\right)(\mathrm{I}+\mathcal{R})_{x}^{\gamma}\{f(x) \pi(x)\}\right\|_{\mathrm{HS}}^{2} d \mu(\pi) .
$$

Integrating on both side over $x \in G$, we have

$$
\left\|(\mathrm{I}+\mathcal{R})^{\gamma}(f g)\right\|_{L^{2}(G)}^{2} \leq\|g\|_{L^{2}}^{2} \int_{\widehat{G}} \int_{G}\left\|E_{\pi}\left(I_{j}\right)(\mathrm{I}+\mathcal{R})_{x}^{\gamma}\{f(x) \pi(x)\}\right\|_{\mathrm{HS}}^{2} d x d \mu(\pi)
$$

For each $\pi \in \widehat{G}$, we fix an orthonormal basis of $\mathcal{H}_{\pi}$, so that we can write the Hilbert-Schmidt norm as the square of the coefficients of a (possibly infinite dimensional) matrix. The Plancherel formula then yields

$$
\begin{aligned}
\int_{G} & \left\|E_{\pi}\left(I_{j}\right)(\mathrm{I}+\mathcal{R})_{x}^{\gamma}\{f(x) \pi(x)\}\right\|_{\mathrm{HS}}^{2} d x \\
& =\sum_{k l} \int_{G}\left|\left[E_{\pi}\left(I_{j}\right)(\mathrm{I}+\mathcal{R})_{x}^{\gamma}\{f(x) \pi(x)\}\right]_{k l}\right|^{2} d x \\
& =\sum_{k l} \int_{\widehat{G}}\left\|\mathcal{F}\left[E_{\pi}\left(I_{j}\right)(\mathrm{I}+\mathcal{R})^{\gamma} f \pi\right]_{k l}(\tau)\right\|_{\mathrm{HS}\left(\mathcal{H}_{\tau}\right)}^{2} d \mu(\tau),
\end{aligned}
$$

where

$$
\begin{aligned}
& \mathcal{F}\left[E_{\pi}\left(I_{j}\right)(\mathrm{I}+\mathcal{R})^{\gamma} f \pi\right]_{k l}(\tau) \\
&=\int_{G}(\mathrm{I}+\mathcal{R})_{x}^{\gamma}\left\{f(x)\left[E_{\pi}\left(I_{j}\right) \pi(x)\right]_{k l}\right\} \tau(x)^{*} d x \\
&=\tau(\mathrm{I}+\mathcal{R})^{\gamma} \int_{G} f(x)\left[E_{\pi}\left(I_{j}\right) \pi(x)\right]_{k l} \tau(x)^{*} d x \\
&=\left[E_{\pi}\left(I_{j}\right) \otimes \tau(\mathrm{I}+\mathcal{R})^{\gamma} \int_{G} f(x)\left(\pi \otimes \tau^{*}\right)(x) d x\right]_{k l,}
\end{aligned}
$$

 product over $\mathcal{H}_{\pi} \otimes \mathcal{H}_{\tau}$. We recognise

$$
\int_{G} f(x)\left(\pi \otimes \tau^{*}\right)(x) d x=\left(\pi^{*} \otimes \tau\right)(f)
$$

thus

$$
\begin{aligned}
\sum_{k l} & \left\|\mathcal{F}\left[E_{\pi}\left(I_{j}\right)(\mathrm{I}+\mathcal{R})^{\gamma} f \pi\right]_{k l}(\tau)\right\|_{\mathrm{HS}\left(\mathcal{H}_{\tau}\right)}^{2} \\
& =\left\|\left(E_{\pi}\left(I_{j}\right) \otimes \tau(\mathrm{I}+\mathcal{R})^{\gamma}\right)\left(\left(\pi^{*} \otimes \tau\right)(f)\right)\right\|_{\mathrm{HS}\left(\mathcal{H}_{\pi} \otimes \mathcal{H}_{\tau}\right)}^{2}
\end{aligned}
$$

So far, we have obtained

$$
\begin{aligned}
& \int_{\widehat{G}} \int_{G}\left\|E_{\pi}\left(I_{j}\right)(\mathrm{I}+\mathcal{R})_{x}^{\gamma}\{f(x) \pi(x)\}\right\|_{\text {HS }}^{2} d x d \mu(\pi) \\
& \quad=\int_{\widehat{G}} \int_{\widehat{G}}\left\|\left(E_{\pi}\left(I_{j}\right) \otimes \tau(\mathrm{I}+\mathcal{R})^{\gamma}\right)\left(\left(\pi^{*} \otimes \tau\right)(f)\right)\right\|_{\mathrm{HS}\left(\mathcal{H}_{\pi} \otimes \mathcal{H}_{\tau}\right)}^{2} d \mu(\tau) d \mu(\pi) \\
& \quad=\| \|\left(E_{\pi}\left(I_{j}\right) \otimes \tau(\mathrm{I}+\mathcal{R})^{\gamma}\right)\left(\left(\pi^{*} \otimes \tau\right)(f)\right)\left\|_{\mathrm{HS}\left(\mathcal{H}_{\pi} \otimes \mathcal{H}_{\tau}\right)}\right\|_{L^{2}(d \mu(\tau), d \mu(\pi))}^{2}
\end{aligned}
$$

We fix a dyadic decomposition, that is, we fix $\psi_{0}, \psi_{1} \in \mathcal{D}(\mathbb{R})$ supported in $(-1,1)$ and $(1 / 2,2)$, respectively, valued in $[0,1]$ and such that

$$
\forall \lambda \geq 0 \quad \sum_{k=0}^{\infty} \psi_{k}(\lambda)=1 \quad \text { with } \psi_{k}(\lambda)=\psi_{1}\left(2^{-(k-1)} \lambda\right) \text { if } k \in \mathbb{N}
$$

The series $\sum_{k} \psi_{k}(\tau(\mathcal{R}))$ converges to $\mathrm{I}_{\mathcal{H}_{\tau}}$ in the strong operator topology and we can apply the following general property:

$$
\begin{aligned}
& \|(B \otimes C) A\|_{\mathrm{HS}\left(\mathcal{H}_{\pi} \otimes \mathcal{H}_{\tau}\right)} \\
& \quad \leq \sum_{k=0}^{\infty}\left\|E_{\tau}\left(I_{k}\right) C\right\|_{\mathscr{L}\left(\mathcal{H}_{\tau}\right)}\left\|\left(B \otimes \psi_{k}(\tau(\mathcal{R}))\right) A\right\|_{\mathrm{HS}\left(\mathcal{H}_{\pi} \otimes \mathcal{H}_{\tau}\right)},
\end{aligned}
$$

to $B=E_{\pi}\left(I_{j}\right), C=\tau(\mathrm{I}+\mathcal{R})^{\gamma}$, and

$$
A=\left(\pi^{*} \otimes \tau\right)(f)
$$

We keep momentarily this notation for $A$ and $C$. As $\left\|E_{\tau}\left(I_{k}\right) C\right\|_{\mathscr{L}\left(\mathcal{H}_{\tau}\right)} \lesssim 2^{\gamma k}$, we have obtained

$$
\begin{aligned}
& \left\|\left\|\left(E_{\pi}\left(I_{j}\right) \otimes \tau(\mathrm{I}+\mathcal{R})^{\gamma}\right) A\right\|_{\mathrm{HS}\left(\mathcal{H}_{\pi} \otimes \mathcal{H}_{\tau}\right)}\right\|_{L^{2}(d \mu(\tau), d \mu(\pi))} \\
& \quad \lesssim \sum_{k=0}^{\infty} 2^{\gamma k}\| \|\left(E_{\pi}\left(I_{j}\right) \otimes \psi_{k}(\tau(\mathcal{R}))\right) A\left\|_{\mathrm{HS}\left(\mathcal{H}_{\pi} \otimes \mathcal{H}_{\tau}\right)}\right\|_{L^{2}(d \mu(\tau), d \mu(\pi))} .
\end{aligned}
$$

Now

$$
A=\left(\left(\pi^{*} \otimes \tau\right)(f)\right)=E_{\pi^{*} \otimes \tau}\left(I_{i}\right)\left(\left(\pi^{*} \otimes \tau\right)(f)\right),
$$

thus we can apply Lemma 5.7 .13 and the sum over $k$ above is in fact from $k \geq j-a$. We claim that

$$
\begin{equation*}
\left\|\left\|\left(E_{\pi}\left(I_{j}\right) \otimes \psi_{k}(\tau(\mathcal{R}))\right) A\right\|_{\operatorname{HS}\left(\mathcal{H}_{\pi} \otimes \mathcal{H}_{\tau}\right)}\right\|_{L^{2}(d \mu(\tau), d \mu(\pi))} \lesssim\|f\|_{L^{2}(G)} 2^{k \frac{Q}{2 \nu}} \tag{5.74}
\end{equation*}
$$

Collecting the equalities and estimates above, (5.74) would then imply

$$
\left\|(\mathrm{I}+\mathcal{R})^{\gamma}(f g)\right\|_{L^{2}(G)}^{2} \lesssim\|g\|_{L^{2}}^{2}\|f\|_{L^{2}(G)}^{2} \sum_{k=j-a}^{\infty} 2^{k\left(\gamma+\frac{Q}{2 \nu}\right)}
$$

and would conclude the proof of Proposition 5.7.12.
Hence it just remains to prove (5.74). Natural properties of tensor product and functional calculus yield

$$
\begin{aligned}
& \left\|\left(E_{\pi}\left(I_{j}\right) \otimes \psi_{k}(\tau(\mathcal{R}))\right) A\right\|_{\mathrm{HS}\left(\mathcal{H}_{\pi} \otimes \mathcal{H}_{\tau}\right)} \\
& \quad \leq\left\|E_{\pi}\left(I_{j}\right)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}\left\|\left(\mathrm{I}_{\mathcal{H}_{\pi}} \otimes \psi_{k}(\tau(\mathcal{R}))\right) A\right\|_{\mathrm{HS}\left(\mathcal{H}_{\pi} \otimes \mathcal{H}_{\tau}\right)} \\
& \quad \leq\left\|\left(\mathrm{I}_{\mathcal{H}_{\pi}} \otimes \psi_{k}(\tau(\mathcal{R}))\right) A\right\|_{\mathrm{HS}\left(\mathcal{H}_{\pi} \otimes \mathcal{H}_{\tau}\right)} .
\end{aligned}
$$

We notice that

$$
\left(\mathrm{I}_{\mathcal{H}_{\pi}} \otimes \psi_{k}(\tau(\mathcal{R}))\right) A=\int_{G} f(x)\left(\pi \otimes \psi_{k}(\tau(\mathcal{R})) \tau^{*}\right)(x) d x
$$

and introducing an orthonormal basis on $\mathcal{H}_{\tau}$,

$$
\begin{aligned}
& {\left[\left(\mathrm{I}_{\mathcal{H}_{\pi}} \otimes \psi_{k}(\tau(\mathcal{R}))\right) A\right]_{\cdot, l^{\prime} k^{\prime}}=\int_{G} f(x)\left[\psi_{k}(\tau(\mathcal{R}))\right]_{l^{\prime} k^{\prime}} \pi(x) d x} \\
& \quad=\mathcal{F}\left[f \psi_{k}(\tau(\mathcal{R}))\right]_{l^{\prime} k^{\prime}}\left(\pi^{*}\right)=\mathcal{F}\left\{\left[f \psi_{k}(\tau(\mathcal{R}))\right]_{l^{\prime} k^{\prime}}\left(\cdot^{-1}\right)\right\}(\pi)
\end{aligned}
$$

Therefore we have

$$
\begin{aligned}
\|\| & \left(\mathrm{I}_{\mathcal{H}_{\pi}} \otimes \psi_{k}(\tau(\mathcal{R}))\right) A\left\|_{\mathrm{HS}\left(\mathcal{H}_{\pi} \otimes \mathcal{H}_{\tau}\right)}\right\|_{L^{2}(d \mu(\tau), d \mu(\pi))}^{2} \\
& =\int_{\widehat{G}} \sum_{k^{\prime} l^{\prime}} \int_{\widehat{G}}\left\|\mathcal{F}\left[f \psi_{k}(\tau(\mathcal{R}))\right]_{l^{\prime} k^{\prime}}\left(\pi^{*}\right)\right\|_{\operatorname{HS}\left(\mathcal{H}_{\pi}\right)}^{2} d \mu(\pi) d \mu(\tau) \\
& =\int_{\widehat{G}} \sum_{k^{\prime} l^{\prime}}\left\|\left[f \psi_{k}(\tau(\mathcal{R}))\right]_{l^{\prime} k^{\prime}}\left(\cdot^{-1}\right)\right\|_{L^{2}(G)}^{2} d \mu(\tau),
\end{aligned}
$$

having applied the Plancherel formula in $\pi$. Simple manipulations yield

$$
\begin{aligned}
\sum_{k^{\prime} l^{\prime}} & \left\|\left[f \psi_{k}(\tau(\mathcal{R}))\right]_{l^{\prime} k^{\prime}}\left(\cdot^{-1}\right)\right\|_{L^{2}(G)}^{2}=\sum_{k^{\prime} l^{\prime}}\left\|\left[f \psi_{k}(\tau(\mathcal{R}))\right]_{l^{\prime} k^{\prime}}\right\|_{L^{2}(G)}^{2} \\
& =\sum_{k^{\prime} l^{\prime}} \int_{G}\left|f(x)\left[\psi_{k}(\tau(\mathcal{R}))\right]_{l^{\prime} k^{\prime}}\right|^{2} d x \\
& =\int_{G}|f(x)|^{2} d x \sum_{k^{\prime} l^{\prime}}\left|\left[\psi_{k}(\tau(\mathcal{R}))\right]_{l^{\prime} k^{\prime}}\right|^{2} \\
& =\|f\|_{L^{2}(G)}^{2}\left\|\psi_{k}(\tau(\mathcal{R}))\right\|_{\operatorname{HS}\left(\mathcal{H}_{\tau}\right)}^{2}
\end{aligned}
$$

Integrating over $\tau \in \widehat{G}$, we can apply the Plancherel formula and obtain

$$
\int_{\widehat{G}} \sum_{k^{\prime} l^{\prime}}\left\|\left[f \psi_{k}(\tau(\mathcal{R}))\right]_{l^{\prime} k^{\prime}}\left(\cdot^{-1}\right)\right\|_{L^{2}(G)}^{2} d \mu(\tau)=\|f\|_{L^{2}(G)}^{2}\left\|\psi_{k}(\mathcal{R}) \delta_{0}\right\|_{L^{2}(G)}^{2}
$$

Using the properties of dilations, we have for any $k \in \mathbb{N}$ :

$$
\left\|\psi_{k}(\mathcal{R}) \delta_{0}\right\|_{L^{2}(G)}=2^{\frac{Q}{2} \frac{k-1}{\nu}}\left\|\psi_{1}(\mathcal{R}) \delta_{0}\right\|_{L^{2}(G)}
$$

Collecting the equalities and inequalities above yields that the left-hand side of (5.74) is

$$
\begin{aligned}
& \left\|\left\|\left(E_{\pi}\left(I_{j}\right) \otimes \psi_{k}(\tau(\mathcal{R}))\right) A\right\|_{\mathrm{HS}\left(\mathcal{H} \pi \otimes \mathcal{H}_{\tau}\right)}\right\|_{L^{2}(d \mu(\tau), d \mu(\pi))} \\
& \quad \leq\|f\|_{L^{2}(G)} 2^{\frac{Q}{2} \frac{k-1}{\nu}}\left\|\psi_{1}(\mathcal{R}) \delta_{0}\right\|_{L^{2}(G)} .
\end{aligned}
$$

By Hulanicki's theorem, see Corollary 4.5.2, $\left\|\psi_{1}(\mathcal{R}) \delta_{0}\right\|_{L^{2}(G)}$ is a finite constant. This shows (5.74) and concludes the proof of Proposition 5.7.12.

### 5.7.4 Proof of the case $S_{\rho, \rho}^{0}$

In this section, we prove the $L^{2}$-boundedness of operators in $\Psi_{\rho, \rho}^{0}$ with $\rho \in(0,1)$ :
Proposition 5.7.14. Let $\sigma \in S_{\rho, \rho}^{0}$ with $\rho \in(0,1)$. Then $\operatorname{Op}(\sigma)$ is bounded on $L^{2}(G)$ and the operator norm is, up to a constant, less than a seminorm of $\sigma \in S_{\rho, \rho}^{0}$; the parameters of the seminorm depend on $\rho$ but not on $\sigma$ and could be computed explicitly.

The rest of this section is devoted to the proof of Proposition 5.7.14. The strategy is broadly similar to the one in [Ste93, ch VII §2.5] for the Euclidean case. Technically, this means using analogous rescaling arguments but also replacing certain integrations by parts on the (Euclidean) Fourier side with the bilinear estimate obtained in Proposition 5.7.12.

## Strategy of the proof

We fix a dyadic decomposition, that is, we fix $\psi_{0}, \psi_{1} \in \mathcal{D}(\mathbb{R})$ supported in $(-1,1)$ and $(1 / 2,2)$, respectively, valued in $[0,1]$ and such that

$$
\forall \lambda \geq 0 \quad \sum_{j=0}^{\infty} \psi_{j}(\lambda)=1 \quad \text { with } \psi_{j}(\lambda)=\psi_{1}\left(2^{-(j-1)} \lambda\right) \text { if } j \in \mathbb{N} .
$$

Let $\sigma \in S_{\rho, \rho}^{0}$. We define

$$
\sigma_{j}(x, \pi):=\sigma(x, \pi) \psi_{j}(\pi(\mathcal{R})) \quad \text { and } \quad T_{j}:=\mathrm{Op}\left(\sigma_{j}\right)=T \psi_{j}(\mathcal{R})
$$

where $T=\operatorname{Op}(\sigma)$.
It is clear that $T_{j} T_{i}^{*}=T\left(\psi_{j} \psi_{i}\right)(\mathcal{R}) T^{*}$ is zero if $|j-i|>1$ and the strategy of the proof is to apply the crude version of the Cotlar-Stein Lemma, see Proposition A.5.3. We will first prove that the operator norms of the $T_{j}$ 's are uniformly bounded in $j$ by a $S_{\rho, \rho}^{0}$-seminorm, see Lemma 5.7.15. Then we will show that there exist a constant $C>0$ and a $S_{\rho, \rho^{-}}^{0}$-seminorm such that

$$
\begin{equation*}
\sum_{|i-j|>3}\left\|T_{j}^{*} T_{i}\right\|_{\mathscr{L}\left(L^{2}(G)\right)} \leq C\|\sigma\|_{S_{\rho, p}^{0}, a, b, c}^{2} \tag{5.75}
\end{equation*}
$$

These two claims together with Proposition A.5.3 and Remark A.5.4 imply that the series $\sum_{j} T_{j} \in \mathscr{L}\left(L^{2}(G)\right)$ converges in the strong operator topology of $\mathscr{L}\left(L^{2}(G)\right)$ and that the operator norm of the sum is $\lesssim\|\sigma\|_{S_{\rho, \rho}^{0}, a, b, c}$. As $\operatorname{Op}(\sigma)=\sum_{j} T_{j}$ in the strong operator topology, this will conclude the proof of Proposition 5.7.14.

## Step 1

Let us show that the operator norms of the $T_{j}$ 's are uniformly bounded with respect to $j$ :

Lemma 5.7.15. The operator $T_{j}=\operatorname{Op}\left(\sigma_{j}\right)$ is bounded on $L^{2}(G)$ with operator norm $\leq C\|\sigma\|_{S_{\rho, \rho}^{0}, a, b, c}$ with $a, b, c$ as in Proposition 5.7.7.

The proof of Lemma 5.7.15 uses the following result which is of interest on its own. In particular, it describes the action of the dilations on $\widehat{G}$.
Lemma 5.7.16. Let $\sigma$ be a symbol with kernel $\kappa_{x}$ and operator $T=\operatorname{Op}(\sigma)$. Let $r>0$. We define the operator

$$
T_{r}: \mathcal{S}(G) \ni \phi \longmapsto(T \phi(r \cdot))\left(r^{-1} \cdot\right)
$$

Then (with operator norm possibly infinite)

$$
\|T\|_{\mathscr{L}\left(L^{2}(G)\right)}=\left\|T_{r}\right\|_{\mathscr{L}\left(L^{2}(G)\right)}
$$

Furthermore, the symbol of $T_{r}$ is

$$
\sigma_{r}:=\mathrm{Op}^{-1}\left(T_{r}\right) \quad \text { given by } \quad \sigma_{r}(x, \pi):=\sigma\left(r^{-1} x, \pi^{(r)}\right)
$$

where the representation $\pi^{(r)}$ is defined by

$$
\pi^{(r)}(y):=\pi(r y)
$$

The kernel of $\sigma_{r}$ is $r^{-Q} \kappa_{r^{-1} x}\left(r^{-1}.\right)$. Moreover, we have

$$
\begin{aligned}
\mathcal{F}_{G}(\kappa)\left(\pi^{(r)}\right) & =\mathcal{F}_{G}\left(r^{-Q} \kappa\left(r^{-1}\right)\right)(\pi) \\
\Delta^{\alpha}\left\{\mathcal{F}_{G}(\kappa)\left(\pi^{(r)}\right)\right\} & =r^{[\alpha]}\left\{\Delta^{\alpha} \mathcal{F}_{G}(\kappa)\right\}\left(\pi^{(r)}\right) \\
f\left(\pi^{(r)}(\mathcal{R})\right) & =f\left(r^{\nu} \pi(\mathcal{R})\right)
\end{aligned}
$$

for any $\alpha \in \mathbb{N}_{0}^{n}$, any positive Rockland operator $\mathcal{R}$ of homogeneous degree $\nu$, and any reasonable functions $f$ and $\kappa$ (for instance $f$ measurable bounded and $\kappa$ in some $\left.\mathcal{K}_{a, b}\right)$.

Proof of Lemma 5.7.16. We keep the notation of the statement. The property $\|T\|_{\mathscr{L}\left(L^{2}(G)\right)}=\left\|T_{r}\right\|_{\mathscr{L}\left(L^{2}(G)\right)}$ follows easily from $\|\phi(r \cdot)\|_{2}=r^{-Q / 2}\|\phi\|_{2}$. We compute

$$
\begin{aligned}
(T \phi(r \cdot))\left(r^{-1} x\right) & =\int_{G} \phi(r y) \kappa_{r^{-1} x}\left(y^{-1} r^{-1} x\right) d y \\
& =\int_{G} \phi(z) \kappa_{r^{-1} x}\left(r^{-1} z^{-1} r^{-1} x\right) r^{-Q} d z \\
& =\phi *\left(r^{-Q} \kappa_{r^{-1} x}\left(r^{-1} \cdot\right)\right)(x)
\end{aligned}
$$

Therefore, the kernel of the operator $T_{r}$ is $r^{-Q} \kappa_{r^{-1} x}\left(r^{-1}\right)$. The computation of its symbol follows from

$$
\begin{aligned}
\mathcal{F}_{G}\left(r^{-Q} \kappa\left(r^{-1} \cdot\right)\right)(\pi) & =\int_{G} r^{-Q} \kappa\left(r^{-1} x\right) \pi(x)^{*} d x \\
& =\int_{G} \kappa(y) \pi(r y)^{*} d x=\mathcal{F}_{G}(\kappa)\left(\pi^{(r)}\right)
\end{aligned}
$$

The difference operator applied to the above expression is

$$
\begin{aligned}
\Delta^{\alpha}\left\{\mathcal{F}_{G}(\kappa)\left(\pi^{(r)}\right)\right\} & =\Delta^{\alpha}\left\{\mathcal{F}_{G}\left(r^{-Q} \kappa\left(r^{-1} \cdot\right)\right)(\pi)\right\} \\
& =\mathcal{F}_{G}\left(\tilde{q}_{\alpha}(\cdot) r^{-Q} \kappa\left(r^{-1} \cdot\right)\right)(\pi) \\
& =r^{[\alpha]}\left\{\mathcal{F}_{G}\left(r^{-Q}\left(\tilde{q}_{\alpha} \kappa\right)\left(r^{-1} \cdot\right)\right)(\pi)\right\} \\
& =r^{[\alpha]}\left\{\Delta^{\alpha} \mathcal{F}_{G}(\kappa)\right\}\left(\pi^{(r)}\right)
\end{aligned}
$$

The kernels of the operators $f(\mathcal{R})$ and $f\left(r^{\nu} \mathcal{R}\right)$ are respectively $f(\mathcal{R}) \delta_{o}$ and $r^{-Q} f(\mathcal{R}) \delta_{o}\left(r^{-1}\right.$.) (see (4.3) in Corollary 4.1.16, and Example 3.1.20 for the homogeneity of $\delta_{o}$ ). Since the group Fourier transform of the former is $f(\pi(\mathcal{R}))$, the group Fourier transform of the latter is $f\left(r^{\nu} \pi(\mathcal{R})\right)=f\left(\pi^{(r)}(\mathcal{R})\right)$.

We can now show Lemma 5.7.15 using the rescaling arguments (together with the lemma above) and the case $\rho=\delta=0$.

Proof of Lemma 5.7.15. Using the Leibniz formula in Proposition 5.2.10, we first estimate

$$
\begin{align*}
& \left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} X_{x}^{\beta_{o}} \Delta^{\alpha_{o}} \sigma_{j}(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \leq C_{\alpha_{o}} \sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=\left[\alpha_{o}\right]}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} X_{x}^{\beta_{o}} \Delta^{\alpha_{1}} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left(\left[\alpha_{1}\right]-\left[\beta_{o}\right]\right)-\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \text { qquad } \quad\left\|\pi(\mathrm{I}+\mathcal{R})^{-\frac{\rho\left(\left[\alpha_{1}\right]-\left[\beta_{o}\right]\right)-\gamma}{\nu}} \Delta^{\alpha_{2}} \psi_{j}(\pi(\mathcal{R})) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \leq C_{\alpha_{o}}\|\sigma\|_{S_{\rho, \rho}^{0},\left[\alpha_{o}\right],\left[\beta_{o}\right],|\gamma|} \sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=\left[\alpha_{o}\right]} 2^{-j \frac{\nu}{\rho} \frac{\left[\alpha_{2}\right]+\rho\left(\left[\alpha_{1}\right]-\left[\beta_{o}\right]\right)}{\nu}} \\
& \quad \leq C_{\alpha_{o}}\|\sigma\|_{S_{\rho, \rho}^{0},\left[\alpha_{o}\right],\left[\beta_{o}\right],|\gamma|} 2^{-j\left(\left[\alpha_{o}\right]-\left[\beta_{o}\right]\right)},
\end{align*}
$$

by Lemma 5.4.7.
For each $j \in \mathbb{N}_{0}$, we define the symbol $\sigma_{j}^{\prime}$ given by setting

$$
\sigma_{j}^{\prime}(x, \pi):=\sigma_{j}\left(2^{-j \rho} x, \pi^{\left(2^{j \rho}\right)}\right)
$$

By Lemma 5.7.16, the corresponding operator $T_{j}^{\prime}:=\mathrm{Op}\left(\sigma_{j}^{\prime}\right)$ satisfies

$$
\left(T_{j}^{\prime} \phi\right)(x)=\left(T_{j} \phi\left(2^{j \rho} \cdot\right)\right)\left(2^{-j \rho} x\right) .
$$

Lemma 5.7.16 and Proposition 5.7.7 imply that

$$
\begin{equation*}
\left\|T_{j}\right\|_{\mathscr{L}\left(L^{2}(G)\right)}=\left\|T_{j}^{\prime}\right\|_{\mathscr{L}\left(L^{2}(G)\right)} \leq C\left\|\sigma_{j}^{\prime}\right\|_{S_{0,0}^{0}, a, b, c}, \tag{5.77}
\end{equation*}
$$

with $a, b, c$ as in Proposition 5.7.7. So we are led to compute $\left\|\sigma_{j}^{\prime}\right\|_{S_{0,0}^{0}, a, b, c}$. By Lemma 5.7.16, we have

$$
\begin{aligned}
& X_{x}^{\beta_{o}} \Delta^{\alpha_{o}} \sigma_{j}^{\prime}(x, \pi)=2^{-j \rho\left[\beta_{o}\right]} 2^{j \rho\left[\alpha_{o}\right]} X_{x_{o}=2^{-j \rho} x}^{\beta_{o}} \Delta_{\pi_{o}=\pi^{(2 j \rho)}}^{\alpha_{o}} \sigma_{j}\left(x_{o}, \pi_{o}\right) \\
& =2^{j \rho\left(\left[\alpha_{o}\right]-\left[\beta_{o}\right]\right)} \pi\left(\mathrm{I}+2^{j \rho} \mathcal{R}\right)^{-\frac{\gamma}{\nu}} \\
& \left(\pi_{o}(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} X_{x_{o}=2^{-j \rho} x}^{\beta_{o}} \Delta^{\alpha_{o}} \sigma_{j}\left(x_{o}, \pi_{o}\right) \pi_{o}(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right)_{\pi_{o}=\pi^{\left(2^{j \rho}\right)}} \pi\left(\mathrm{I}+2^{j \rho} \mathcal{R}\right)^{\frac{\gamma}{\nu}}
\end{aligned}
$$

so that

$$
\begin{aligned}
& \left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} X_{x}^{\beta_{o}} \Delta^{\alpha_{o}} \sigma_{j}^{\prime}(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \leq 2^{j \rho\left(\left[\alpha_{o}\right]-\left[\beta_{o}\right]\right)}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} \pi\left(\mathrm{I}+2^{j \rho} \mathcal{R}\right)^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad\left\|\left(\pi_{o}(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} X_{x_{o}=2^{-j \rho} x}^{\beta_{o}} \Delta^{\alpha_{o}} \sigma_{j}\left(x_{o}, \pi_{o}\right) \pi_{o}(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right)_{\pi_{o}=\pi^{\left(2^{j \rho)}\right)}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad\left\|\pi\left(\mathrm{I}+2^{j \rho} \mathcal{R}\right)^{\frac{\gamma}{\nu}} \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right) .}
\end{aligned}
$$

By the functional calculus (Corollary 4.1.16),

$$
\begin{aligned}
&\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} \pi\left(\mathrm{I}+2^{j \rho} \mathcal{R}\right)^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \leq \sup _{\lambda \geq 0}\left(\frac{1+\lambda}{1+2^{j \rho} \lambda}\right)^{\frac{\gamma}{\nu}} \leq C 2^{-j \rho \frac{\gamma}{\nu}} \\
&\left\|\pi\left(\mathrm{I}+2^{j \rho} \mathcal{R}\right)^{\frac{\gamma}{\nu}} \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \leq \sup _{\lambda \geq 0}\left(\frac{1+2^{j \rho} \lambda}{1+\lambda}\right)^{\gamma \nu} \leq C 2^{j \rho \frac{\gamma}{\nu}}
\end{aligned}
$$

for any $j \in \mathbb{N}_{0}$. Thus, we have obtained

$$
\begin{aligned}
& \left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} X_{x}^{\beta_{o}} \Delta^{\alpha_{o}} \sigma_{j}^{\prime}(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \leq C 2^{j \rho\left(\left[\alpha_{o}\right]-\left[\beta_{o}\right]\right)} \sup _{x_{o} \in G, \pi_{o} \in \widehat{G}}\left\|\pi_{o}(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} X_{x_{o}}^{\beta_{o}} \Delta^{\alpha_{o}} \sigma_{j}\left(x_{o}, \pi_{o}\right) \pi_{o}(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \leq C\|\sigma\|_{S_{\rho, \rho},\left[\alpha_{o}\right],\left[\beta_{o}\right],|\gamma|},
\end{aligned}
$$

because of (5.76). Taking the supremum over $\pi \in \widehat{G}, x \in G,\left[\alpha_{o}\right] \leq a,\left[\beta_{o}\right] \leq b$ and $|\gamma| \leq c$ yields

$$
\left\|\sigma_{j}^{\prime}\right\|_{S_{0,0}^{0}, a, b, c} \leq C\|\sigma\|_{S_{\rho, \rho}^{0}, a, b, c}
$$

With (5.77), we conclude that $\left\|T_{j}\right\|_{\mathscr{L}\left(L^{2}(G)\right)} \leq C\|\sigma\|_{S_{\rho, \rho}^{0}, a, b, c}$.

## Step 2

Now let us prove Claim (5.75). This relies on the bilinear estimate obtained in Proposition 5.7.12.

Proof of Claim (5.75). For each $i \in \mathbb{N}_{0}$, we denote by $\kappa_{i, x}$ the kernel associated with $\sigma_{i}$. Then one computes easily the integral kernel $K_{j i}(x, y)$ of the operator $T_{j}^{*} T_{i}$, that is,

$$
\left(T_{j}^{*} T_{i}\right) f(x)=\int_{G} K_{j i}(x, y) f(y) d y, \quad f \in \mathcal{S}(G)
$$

with

$$
K_{j i}(x, y)=\int_{G} \bar{\kappa}_{j, z}\left(x^{-1} z\right) \kappa_{i, z}\left(y^{-1} z\right) d z
$$

By Schur's lemma [Ste93, §2.4.1], we have

$$
\begin{aligned}
\left\|T_{j}^{*} T_{i}\right\|_{\mathscr{L}\left(L^{2}(G)\right)} & \leq \max \left(\sup _{x \in G} \int_{G}\left|K_{j i}(x, y)\right| d y, \sup _{y \in G} \int_{G}\left|K_{j i}(x, y)\right| d x\right) \\
& \lesssim\left\|T_{j}^{*} T_{i}\right\|_{\Psi_{\rho, \rho}^{2}, a, b, c}+\max _{\left|y^{-1} x\right| \leq 1}\left|K_{j i}(x, y)\right|
\end{aligned}
$$

since the estimates at infinity for the kernels of a pseudo-differential operator obtained in Theorem 5.4.1 for $\rho \neq 0$ yield

$$
\left|K_{j i}(x, y)\right| \lesssim\left\|T_{j}^{*} T_{i}\right\|_{\Psi_{\rho, \rho}^{2}, a_{1}, b_{1}, c_{1}}\left|y^{-1} x\right|^{-N}
$$

for any $N \in \mathbb{N}_{0}$. (We have assumed that a quasi-norm $|\cdot|$ has been fixed on G.) The properties of composition and of taking the adjoint of pseudo-differential operators (see Theorems 5.5.3 and 5.5.12) together with Lemma 5.4.7 yield

$$
\left\|T_{j}^{*} T_{i}\right\|_{\Psi_{\rho, \rho}^{2}, a_{1}, b_{1}, c_{1}} \lesssim\left\|\sigma_{j}\right\|_{S_{\rho, \rho}^{1}, a_{2}, b_{2}, c_{2}}\left\|\sigma_{i}\right\|_{S_{\rho, \rho}^{1}, a_{3}, b_{3}, c_{3}} \lesssim\|\sigma\|_{S_{\rho, \rho}^{0}, a_{4}, b_{4}, c_{4}}^{2} 2^{-\frac{i+j}{\nu}}
$$

We now analyse $\max _{\left|y^{-1} x\right| \leq 1}\left|K_{j i}(x, y)\right|$. So let $x, y \in G$ with $\left|y^{-1} x\right| \leq 1$. We fix a function $\chi \in \mathcal{D}(G)$ which is a smooth version of the indicatrix function of the ball $B(0,10)=\left\{z \in G:\left|x^{-1} z\right|<10\right\}$ about 0 with radius 10 , that is, we assume that $\chi \equiv 1$ on $B(0,10)$ and $\chi \equiv 0$ on $B(0,11)$. Let us assume that the quasinorm is in fact a norm, that is, it satisfies the triangle inequality 'with constant 1 ' (although we could give a proof without this restriction, it simplifies the choice of constants and therefore avoids dwelling on unimportant technical points). We can always decompose

$$
\begin{aligned}
K_{j i}(x, y) & =\int_{z \in G} \bar{\kappa}_{j, z}\left(x^{-1} z\right) \kappa_{i, z}\left(y^{-1} z\right)\left(\chi\left(x^{-1} z\right)+\left(1-\chi\left(x^{-1} z\right)\right) d z\right. \\
& =I_{1}+I_{2}
\end{aligned}
$$

We first estimate the second integral via

$$
\left|I_{2}\right| \lesssim\left\|\sigma_{j}\right\|_{S_{\rho, \rho}^{1}, a_{5}, b_{5}, c_{5}}\left\|\sigma_{i}\right\|_{S_{\rho, \rho}^{1}, a_{6}, b_{6}, c_{6}} \int_{\left|x^{-1} z\right|>10}\left|x^{-1} z\right|^{-N_{1}}\left|y^{-1} z\right|^{-N_{1}} d z
$$

having used the estimates at infinity for the kernels of a pseudo-differential operator obtained in Theorem 5.4.1 for $\rho \neq 0$. As $\left|y^{-1} x\right| \leq 1$, the last integral is just a finite constant if we choose $N_{1}=Q+1$ for instance. We estimate the $S_{\rho, \rho}^{1}$-seminorms with Lemma 5.4.7 and we obtain then

$$
\left|I_{2}\right| \lesssim\|\sigma\|_{S_{\rho, \rho}^{0}, a_{7}, b_{7}, c_{7}}^{2} 2^{-\frac{i+j}{\nu}} .
$$

We now estimate the integral $I_{1}$ :

$$
I_{1}=\int_{G} \bar{\kappa}_{j, z}\left(x^{-1} z\right) \kappa_{i, z}\left(y^{-1} z\right) \chi\left(x^{-1} z\right) d z
$$

It is of the form $\int_{G} f(z, z) d z$ for a given function $f$ on $G \times G$. Simple formal manipulations yield for any $N \in \mathbb{N}_{0}$

$$
\begin{aligned}
\int_{G} f(z, z) d z & =\int_{G}(\mathrm{I}+\mathcal{R})_{z_{2}=z}^{N}(\mathrm{I}+\mathcal{R})_{z_{2}}^{-N} f\left(z, z_{2}\right) d z \\
& =\int_{G}(\mathrm{I}+\overline{\mathcal{R}})_{z_{1}=z}^{N}(\mathrm{I}+\mathcal{R})_{z_{2}=z}^{-N} f\left(z_{1}, z_{2}\right) d z
\end{aligned}
$$

having used integration by parts or equivalently $\mathcal{R}^{t}=\overline{\mathcal{R}}$, since $\mathcal{R}$ is essentially self-adjoint. Hence, we obtain formally in our case

$$
I_{1}=\int_{G}(\mathrm{I}+\overline{\mathcal{R}})_{z_{1}=z}^{N}(\mathrm{I}+\mathcal{R})_{z_{2}=z}^{-N}\left\{\bar{\kappa}_{j, z_{1}}\left(x^{-1} z_{2}\right) \kappa_{i, z_{1}}\left(y^{-1} z_{2}\right) \chi\left(x^{-1} z_{1}\right)\right\} d z
$$

where $N \in \mathbb{N}_{0}$ is to be fixed later. Note that the expression in $z_{1}$ is supported in $B\left(x_{1}, 11\right)$, hence so is the integrand in $z$. This produces the following estimate

$$
\left|I_{1}\right| \leq \int_{\left|x^{-1} z_{2}\right| \leq 11} S\left(z_{2}\right) d z_{2}
$$

where $S\left(z_{2}\right)$ is the supremum

$$
\begin{aligned}
S\left(z_{2}\right) & =\sup _{z_{1} \in G}\left|(\mathrm{I}+\overline{\mathcal{R}})_{z_{1}}^{N}(\mathrm{I}+\mathcal{R})_{z_{2}}^{-N}\left\{\bar{\kappa}_{j, z_{1}}\left(x^{-1} z_{2}\right) \kappa_{i, z_{1}}\left(y^{-1} z_{2}\right) \chi\left(x^{-1} z_{1}\right)\right\}\right| \\
& \lesssim\left\|(\mathrm{I}+\overline{\mathcal{R}})_{z_{1}}^{N+\frac{s_{0}}{\nu}}(\mathrm{I}+\mathcal{R})_{z_{2}}^{-N} \bar{\kappa}_{j, z_{1}}\left(x^{-1} z_{2}\right) \kappa_{i, z_{1}}\left(y^{-1} z_{2}\right) \chi\left(x^{-1} z_{1}\right)\right\|_{L^{2}\left(d z_{1}\right)} \\
& \lesssim \sum_{\substack{\left[\beta_{01}\right]+\left[\beta_{02}\right] \\
\leq \nu N N+s_{0}}}\left\|(\mathrm{I}+\mathcal{R})_{z_{2}}^{-N}\left\{X_{z_{1}}^{\beta_{01}} \bar{\kappa}_{j, z_{1}}\left(x^{-1} z_{2}\right) X_{z_{1}}^{\beta_{02}} \kappa_{i, z_{1}}\left(y^{-1} z_{2}\right)\right\}\right\|_{L^{2}\left(B(x, 11), d z_{1}\right)},
\end{aligned}
$$

by the properties of the Sobolev spaces, see Theorem 4.4.28, especially the Sobolev embedding in Part (5). Here $s_{0} \in \nu \mathbb{N}$ denotes the smallest integer multiple of $\nu$ such that $\frac{s_{0}}{\nu}>Q / 2$. By the Cauchy-Schwartz inequality, as $B(x, 11)$ has finite volume independent of $x$, we obtain

$$
\begin{aligned}
\left|I_{1}\right| & \lesssim \sum_{\substack{\left[\beta_{01}\right]+\left[\beta_{02}\right] \\
\leq \nu N+s_{0}}}\left\|(\mathrm{I}+\mathcal{R})_{z_{2}}^{-N}\left\{X_{z_{1}}^{\beta_{01}} \bar{\kappa}_{j, z_{1}}\left(x^{-1} z_{2}\right) X_{z_{1}}^{\beta_{02}} \kappa_{i, z_{1}}\left(y^{-1} z_{2}\right)\right\}\right\|_{L^{2}\left(B(x, 11)^{2}, d z_{1} d z_{2}\right)} \\
& \lesssim \sup _{\substack{z_{1} \in B(x, 11) \\
\left[\beta_{01}\right]+\left[\beta_{02}\right] \leq \nu N+s_{0}}} \|(\mathrm{I}+\mathcal{R})_{z_{2}}^{-N}\left\{X_{z_{1}}^{\left.\beta_{01} \bar{\kappa}_{j, z_{1}}\left(x^{-1} z_{2}\right) X_{z_{1}}^{\beta_{02}} \kappa_{i, z_{1}}\left(y^{-1} z_{2}\right)\right\} \|_{L^{2}\left(d z_{2}\right)}} .\right.
\end{aligned}
$$

Choosing $N>\frac{Q}{2 \nu}$, we can apply Proposition 5.7.12 to the $L^{2}$-norm above, so that

$$
\begin{aligned}
& \left\|(\mathrm{I}+\mathcal{R})_{z_{2}}^{-N}\left\{X_{z_{1}}^{\beta_{01}} \bar{\kappa}_{j, z_{1}}\left(x^{-1} z_{2}\right) X_{z_{1}}^{\beta_{02}} \kappa_{i, z_{1}}\left(y^{-1} z_{2}\right)\right\}\right\|_{L^{2}\left(d z_{2}\right)} \\
& \quad \lesssim\left\|X_{z_{1}}^{\beta_{01}} \bar{\kappa}_{j, z_{1}}\left(z_{2}\right)\right\|_{L^{2}\left(d z_{2}\right)}\left\|X_{z_{1}}^{\beta_{02}} \kappa_{i, z_{1}}\left(z_{2}\right)\right\|_{L^{2}\left(d z_{2}\right)} 2^{\left(-N+\frac{Q}{2 \nu}\right) \max (i, j)}
\end{aligned}
$$

By Corollary 5.4.3, we have

$$
\left\|X_{z_{1}}^{\beta_{01}} \bar{\kappa}_{j, z_{1}}\left(z_{2}\right)\right\|_{L^{2}\left(d z_{2}\right)} \lesssim\left\|X_{x}^{\beta_{01}} \sigma_{j}\right\|_{S_{\rho, \rho}^{m}, a_{7}, b_{7}, c_{7}},
$$

where $m^{\prime}$ is a number such that $m^{\prime}<-Q / 2$, for instance $m^{\prime}:=-1-Q / 2$. By Lemma 5.4.7, we have (with $\rho=\delta$ )

$$
\left\|X_{x}^{\beta_{01}} \sigma_{j}\right\|_{S_{\rho, \rho}^{m^{\prime}}, a_{7}, b_{7}, c_{7}} \lesssim\|\sigma\|_{S_{\rho, \rho}^{0}, a_{8}, b_{8}, c_{8}} 2^{-j \frac{m^{\prime}-\delta\left[\beta_{01}\right]}{\nu}} .
$$



$$
\begin{aligned}
& \max _{\substack{\left[\beta_{01}\right]+\left[\beta_{02}\right] \\
\leq \nu N+s_{0}}}\left\|X_{z_{1}}^{\beta_{01}} \bar{\kappa}_{j, z_{1}}\left(z_{2}\right)\right\|_{L^{2}\left(d z_{2}\right)}\left\|X_{z_{1}}^{\beta_{02}} \kappa_{i, z_{1}}\left(z_{2}\right)\right\|_{L^{2}\left(d z_{2}\right)} \\
& \quad \lesssim\|\sigma\|_{S_{\rho, \rho}^{0}, a_{9}, b_{9}, c_{9}}^{2} \max _{\substack{\left[\beta_{01}\right]+\left[\beta_{02}\right] \\
\leq \nu N+s_{0}}} 2^{-j \frac{m^{\prime}-\delta\left[\beta_{01]}\right]}{\nu}} 2^{-i \frac{m^{\prime}-\delta\left[\beta_{02}\right]}{\nu}} \\
& \quad \lesssim\|\sigma\|_{S_{\rho, \rho}^{0}, a_{9}, b_{9}, c_{9}}^{2} 2^{\max (i, j)\left(-2 m^{\prime}+\delta\left(N+s_{0}\right)\right)} .
\end{aligned}
$$

The estimates above show that the first formal manipulations on $I_{1}$ are justified and we obtain

$$
\left|I_{1}\right| \lesssim\|\sigma\|_{S_{\rho, \rho}^{0}, a_{9}, b_{9}, c_{9}}^{2} 2^{\max (i, j)\left(-(1-\delta) N-2 m^{\prime}+s_{0}+\frac{Q}{2 \nu}\right)}
$$

Consequently, we have

$$
\max _{\left|y^{-1} x\right| \leq 1}\left|K_{j i}(x, y)\right| \lesssim\|\sigma\|_{S_{\rho, \rho}^{0}, a, b, c}^{2}\left(2^{-\frac{i+j}{\nu}}+2^{\max (i, j)\left(-(1-\delta) N-2 m^{\prime}+s_{0}+\frac{Q}{2 \nu}\right)}\right)
$$

thus

$$
\left\|T_{j}^{*} T_{i}\right\|_{\mathscr{L}\left(L^{2}(G)\right)} \lesssim\|\sigma\|_{S_{\rho, \rho}^{0}, a, b, c}^{2}\left(2^{-\frac{i+j}{\nu}}+2^{\max (i, j)\left(-(1-\delta) N-2 m^{\prime}+s_{0}+\frac{Q}{2 \nu}\right)}\right) .
$$

As $\delta=\rho \in(0,1)$, we can choose $N$ such that $-(1-\delta) N-2 m^{\prime}+s_{0}+\frac{Q}{2 \nu}<-1$. Summing over $i>j+3$ and using the symmetry of the rôle played by $i$ and $j$ yield (5.75).

Hence we have shown Proposition 5.7.14 and this concludes the proof of Theorem 5.7.1.

### 5.8 Parametrices, ellipticity and hypoellipticity

In this section, we obtain statements regarding ellipticity and hypoellipticity which are similar to the compact case presented in Section 2.2.3 where the Laplacian has the role of the positive Rockland operator. However, on nilpotent Lie groups, since $\widehat{G}$ is not discrete and the representations are often not (and can be almost never) finite dimensional, the precise hypotheses become more technical to present.

### 5.8.1 Ellipticity

Roughly speaking, we define the ellipticity by requiring that the symbol is invertible for 'high frequencies'. These 'high frequencies' are determined with respect to the spectral projection $E$ of a positive Rockland operator $\mathcal{R}$, and its group Fourier transform $E_{\pi}$, see Corollary 4.1.16.

We will use the following shorthand notation:

$$
\begin{equation*}
\mathcal{H}_{\pi, \Lambda}^{\infty}:=E_{\pi}(\Lambda,+\infty) \mathcal{H}_{\pi}^{\infty} \tag{5.78}
\end{equation*}
$$

Since $E_{\pi}(\Lambda, \infty)=\mathcal{F}_{G}\left(1_{(\Lambda, \infty)}(\mathcal{R}) \delta_{0}\right)$ yields a symbol acting on smooth vectors (see Examples 5.1.27 and 5.1.38), $\mathcal{H}_{\pi, \Lambda}^{\infty}$ is a subspace of $\mathcal{H}_{\pi}^{\infty}$.

We can now define our notion of ellipticity:
Definition 5.8.1. Let $\mathcal{R}$ be a positive Rockland operator of homogeneous degree $\nu$. Let $\sigma$ be a symbol given by fields of operators acting on smooth vectors, i.e. $\sigma(x, \cdot)=\left\{\sigma(x, \cdot): \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{\infty}, \pi \in \widehat{G}\right\}$ is in some $L_{a, b}^{\infty}(\widehat{G})$ for each $x \in G$.

The symbol $\sigma$ is said to be elliptic with respect to $\mathcal{R}$ of elliptic order $m_{o}$ if there is $\Lambda \in \mathbb{R}$ such that for any $\gamma \in \mathbb{R}, x \in G, \mu$-almost all $\pi \in \widehat{G}$, and any $u \in \mathcal{H}_{\pi, \Lambda}^{\infty}$ we have

$$
\begin{equation*}
\forall \gamma \in \mathbb{R} \quad\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} \sigma(x, \pi) u\right\|_{\mathcal{H}_{\pi}} \geq C_{\gamma}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} \pi(\mathrm{I}+\mathcal{R})^{\frac{m_{o}}{\nu}} u\right\|_{\mathcal{H}_{\pi}} \tag{5.79}
\end{equation*}
$$

with $C_{\gamma}=C_{\sigma, \mathcal{R}, m_{o}, \Lambda, \gamma}$ independent of $(x, \pi) \in G \times \widehat{G}$ and $u \in \mathcal{H}_{\pi, \Lambda}^{\infty}$.
We will say that the symbol $\sigma$ or the corresponding operator $\operatorname{Op}(\sigma)$ is $\left(\mathcal{R}, \Lambda, m_{o}\right)$-elliptic, or elliptic of elliptic order $m_{o}$, or just elliptic.

The notation $\mathcal{H}_{\pi, \Lambda}^{\infty}$ was defined in (5.78). As $\mathcal{H}_{\pi, \Lambda}^{\infty}$ is a subspace of $\mathcal{H}_{\pi}^{\infty}$ and since $\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}}$ and $\sigma(x, \cdot)$ are fields of operators acting on smooth vectors, the expression in the norm of the left-hand side of (5.79) makes sense.

In our elliptic condition in Definition 5.8.1, $\sigma$ is a symbol in the sense of Definition 5.1.33 which is given by fields of operators acting on smooth vectors. It will be natural to consider symbols in the classes $S_{\rho, \delta}^{m}$ to construct parametrices, see Proposition 5.8.5 and Theorem 5.8.7.

Our definition of ellipticity requires a property of ' $x$-uniform partial injectivity'. Of course, we note that $\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} \pi(\mathrm{I}+\mathcal{R})^{\frac{m_{o}}{\nu}}=\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma+m_{o}}{\nu}}$.

Naturally, we will see shortly in Corollary 5.8 .4 that it suffices to check (5.79) for a sequence of real numbers $\left\{\gamma_{\ell}, \ell \in \mathbb{Z}\right\}$ which tends to $\pm \infty$ as $\ell \rightarrow \pm \infty$.

Our first examples of elliptic operators are provided by positive Rockland operators:

Proposition 5.8.2. Let $\mathcal{R}$ be a positive Rockland operator of homogeneous degree $\nu$. Then we have the following properties.

1. The operator $(\mathrm{I}+\mathcal{R})^{\frac{m_{o}}{\nu}}$, for any $m_{o} \in \mathbb{R}$, is elliptic with respect to $\mathcal{R}$ of elliptic order $m_{o}$.
2. If $f_{1}$ and $f_{2}$ are complex-valued (smooth) functions on $G$ such that

$$
\operatorname{iin}_{x \in G, \lambda \geq \Lambda} \frac{\left|f_{1}(x)+f_{2}(x) \lambda\right|}{1+\lambda}>0 \quad \text { for some } \Lambda \geq 0
$$

then the differential operator $f_{1}(x)+f_{2}(x) \mathcal{R}$ is $(\mathcal{R}, \Lambda, \nu)$-elliptic.
3. The operator $E(\Lambda, \infty) \mathcal{R}$, for any $\Lambda>0$, is $(\mathcal{R}, \Lambda, \nu)$-elliptic.

More generally, if $f$ is a complex-valued function on $G$ such that $\inf _{G}|f|$ $>0$, then $f(x) E(\Lambda, \infty) \mathcal{R}$ is $(\mathcal{R}, \Lambda, \nu)$-elliptic.
4. Let $\psi \in C^{\infty}(\mathbb{R})$ be such that

$$
\psi_{\mid\left(-\infty, \Lambda_{1}\right]}=0 \quad \text { and } \quad \psi_{\left[\left[\Lambda_{2}, \infty\right)\right.}=1
$$

for some real numbers $\Lambda_{1}, \Lambda_{2}$ satisfying $0<\Lambda_{1}<\Lambda_{2}$, Then the operator $\psi(\mathcal{R}) \mathcal{R}$ is $\left(\mathcal{R}, \Lambda_{2}, \nu\right)$-elliptic.

More generally, if $f$ is a complex-valued function on $G$ such that $\inf _{G}|f|$ $>0$, then $f(x) \psi(\mathcal{R}) \mathcal{R}$ is $\left(\mathcal{R}, \Lambda_{2}, \nu\right)$-elliptic.

Proof. The symbols involved in the statement are multipliers in $\mathcal{R}$. By Example 5.1.27 and Corollary 5.1.30, the corresponding symbols are symbols in the sense of Definition 5.1.33 which are given by fields of operators acting on smooth vectors. Hence it remains just to check the condition in (5.79).

Part (1) is easy to check using the functional calculus of $\pi(\mathcal{R})$.
Let us prove Part (2). Let $\Lambda, f_{1}, f_{2}$, and $m$ be as in the statement. The properties of the functional calculus for $\pi(\mathcal{R})$ yield that, for each $x \in G$ fixed and $u \in \mathcal{H}_{\pi, \Lambda}^{\infty}$ we have

$$
\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} \pi(\mathrm{I}+\mathcal{R}) u=\phi_{x}(\pi(\mathcal{R})) \pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}}\left(f_{1}(x)+f_{2}(x) \pi(\mathcal{R})\right) u
$$

where $\phi_{x} \in L^{\infty}[0, \infty)$ is given by

$$
\phi_{x}(\lambda)=\frac{1+\lambda}{f_{1}(x)+f_{2}(x) \lambda} 1_{\lambda \geq \Lambda}
$$

Our assumption implies that $\phi_{x}$ is bounded on $[0, \infty)$ with

$$
C:=\sup _{x \in G}\left\|\phi_{x}\right\|_{\infty}=\left(\inf _{x \in G, \lambda \geq \Lambda} \frac{\left|f_{1}(x)+f_{2}(x) \lambda\right|}{1+\lambda}\right)^{-1}<\infty
$$

The property of the functional calculus for $\pi(\mathcal{R})$ yields

$$
\forall x \in G \quad\left\|\phi_{x}(\pi(\mathcal{R}))\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \leq C
$$

Thus we have

$$
\begin{array}{r}
\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} \pi(\mathrm{I}+\mathcal{R}) u\right\|_{\mathcal{H}_{\pi}}=\left\|\phi_{x}(\pi(\mathcal{R})) \pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}}\left(f_{1}(x)+f_{2}(x) \pi(\mathcal{R})\right) u\right\|_{\mathcal{H}_{\pi}} \\
\leq C\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}}\left(f_{1}(x)+f_{2}(x) \pi(\mathcal{R})\right) u\right\|_{\mathcal{H}_{\pi}} .
\end{array}
$$

This proves Part (2).
Let us prove Part (3). The properties of the functional calculus for $\pi(\mathcal{R})$ yield

$$
\pi(\mathrm{I}+\mathcal{R}) u=\phi(\pi(\mathcal{R})) E_{\pi}(\Lambda, \infty) \pi(\mathcal{R}) u
$$

where $\phi \in L^{\infty}[0, \infty)$ is given by

$$
\phi(\lambda)=\frac{1+\lambda}{\lambda} 1_{(\Lambda, \infty)}(\lambda)
$$

Moreover,

$$
\begin{aligned}
\left\|\pi(\mathrm{I}+\mathcal{R})^{1+\frac{\gamma}{\nu}} u\right\|_{\mathcal{H}_{\pi}} & =\left\|\phi(\pi(\mathcal{R})) \pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} E_{\pi}(\Lambda, \infty) \pi(\mathcal{R}) u\right\|_{\mathcal{H}_{\pi}} \\
& \leq\|\phi\|_{\infty}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} E_{\pi}(\Lambda, \infty) \pi(\mathcal{R}) u\right\|_{\mathcal{H}_{\pi}}
\end{aligned}
$$

Since $C=\|\phi\|_{\infty}^{-1}$ is a finite positive constant, we have obtained

$$
C\left\|\pi(\mathrm{I}+\mathcal{R})^{1+\frac{\gamma}{\nu}} u\right\|_{\mathcal{H}_{\pi}} \leq\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} E_{\pi}(\Lambda, \infty) \pi(\mathcal{R}) u\right\|_{\mathcal{H}_{\pi}}
$$

This shows that $E(\Lambda, \infty) \mathcal{R}$, is elliptic.
If $f$ is as in the statement, we proceed as above, replacing $\phi$ by

$$
\phi_{x}(\lambda)=\frac{1+\lambda}{f(x) \lambda} 1_{(\Lambda, \infty)}(\lambda)
$$

and $C$ such that $C^{-1}$ is equal to the right-hand side of the estimate

$$
\left\|\phi_{x}\right\|_{\infty} \leq \frac{1}{\inf _{G}|f|} \sup _{\lambda \geq \Lambda} \frac{1+\lambda}{\lambda}:=C^{-1}
$$

This shows Part (3).
For Part (4), we proceed as in Part (3) replacing $1_{(\Lambda, \infty)}$ by $\psi(\lambda)$ and $\Lambda$ by $\Lambda_{2}$.

The next lemma is technical. It states that we can construct a partial inverse of an elliptic symbol. The analogue for scalar-valued symbols would be obvious: if $|a(x, \xi)|$ does not vanish for $|\xi|>\Lambda$ then we can consider $1_{|\xi|>\Lambda} 1 / a(x, \xi)$. However, in the context of operator-valued symbols, we need to proceed with caution.

Lemma 5.8.3. Let $\sigma$ be a symbol $\left(\mathcal{R}, \Lambda, m_{o}\right)$-elliptic as in Definition 5.8.1.
For any $v \in \mathcal{H}_{\pi}^{\infty}$, if there is a vector $u \in \mathcal{H}_{\pi, \Lambda}^{\infty}$ such that $\sigma(x, \pi) u=v$ then this $u$ is necessarily unique. In this sense $\sigma(x, \pi)$ is invertible on $\mathcal{H}_{\pi, \Lambda}^{\infty}$ and we can set

$$
E_{\pi}(\Lambda, \infty) \sigma(x, \pi)^{-1}(v):= \begin{cases}u & \text { if } v=\sigma(x, \pi) u, u \in \mathcal{H}_{\pi, \Lambda}^{\infty},  \tag{5.80}\\ 0 & \text { if } \mathcal{H}_{\pi}^{\infty} \ni v \perp \sigma(x, \pi) \mathcal{H}_{\pi, \Lambda}^{\infty} .\end{cases}
$$

This yields the symbol (in the sense of Definition 5.1.33) given by fields of operators acting on smooth vectors

$$
\begin{equation*}
\left\{E_{\pi}(\Lambda, \infty) \sigma(x, \pi)^{-1}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{\infty},(x, \pi) \in G \times \widehat{G}\right\} \tag{5.81}
\end{equation*}
$$

Furthermore, for every $\gamma$,

$$
\begin{equation*}
\left\|E_{\pi}(\Lambda, \infty) \sigma(x, \pi)^{-1}\right\|_{L_{\gamma, \gamma+m_{o}}^{\infty}(\widehat{G})} \leq C_{\gamma}^{-1} \tag{5.82}
\end{equation*}
$$

where $C_{\gamma}$ is the constant appearing in (5.79) of Definition 5.8.1.
If $\sigma$ is continuous in the sense of Definition 5.1.34, then the symbol in (5.81) is continuous in the sense of Definition 5.1.34. If $\sigma$ is smooth, then the symbol in (5.81) is continuous and depends smoothly on $x \in G$ in the sense of Remark 1.8.16.

Proof. Recall that $E_{\pi}(\Lambda, \infty)=\mathcal{F}_{G}\left(1_{(\Lambda, \infty)}(\mathcal{R}) \delta_{0}\right)$ yields a symbol acting on smooth vectors, see Examples 5.1.27 and 5.1.38.

If $v=\sigma(x, \pi) u$ where $u \in \mathcal{H}_{\pi, \Lambda}^{\infty}$, then, using (5.79), we have

$$
\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m_{o}+\gamma}{\nu}} u\right\|_{\mathcal{H}_{\pi}} \leq C_{\gamma}^{-1}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} \sigma(x, \pi) u\right\|_{\mathcal{H}_{\pi}}=C_{\gamma}^{-1}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} v\right\|_{\mathcal{H}_{\pi}} .
$$

It is now easy to check $\left\{E_{\pi}(\Lambda, \infty) \sigma(x, \pi)^{-1},(x, \pi) \in G \times \widehat{G}\right\}$ is a symbol in the sense of Definition 5.1.33 and that the estimates in (5.82) hold.

If $\sigma$ is continuous, then one checks easily that the map

$$
G \ni x \mapsto E_{\pi}(\Lambda, \infty) \sigma(x, \pi)^{-1} \in L_{\gamma, \gamma+m_{o}}^{\infty}(\widehat{G})
$$

is continuous. Consequently $\left\{E_{\pi}(\Lambda, \infty) \sigma(x, \pi)^{-1},(x, \pi) \in G \times \widehat{G}\right\}$ is continuous.
If $\sigma$ is smooth, then $\left\{E_{\pi}(\Lambda, \infty) \sigma(x, \pi)^{-1},(x, \pi) \in G \times \widehat{G}\right\}$ depends smoothly in $x \in G$, see Remark 1.8.16.

Corollary 5.8.4. Let $\mathcal{R}$ be a positive Rockland operator of homogeneous degree $\nu$. The symbol $\sigma$ satisfies (5.79) for each $\gamma \in \mathbb{R}$ if and only if $\sigma$ satisfies (5.79) for a sequence of real numbers $\left\{\gamma_{\ell}, \ell \in \mathbb{Z}\right\}$ which tends to $\pm \infty$ as $\ell \rightarrow \pm \infty$.

We may choose the constants $C_{\gamma}$ such that $\max _{|\gamma| \leq c} C_{\gamma}$ in (5.79) is finite for any $c \geq 0$.

Proof. From the proof of Lemma 5.8.3, we see that $\sigma$ satisfies (5.79) for $\gamma$ if and only if

$$
\sup _{x \in G}\left\|E_{\pi}(\Lambda, \infty) \sigma(x, \pi)^{-1}\right\|_{L_{\gamma, \gamma+m_{o}}^{\infty}(\widehat{G})}<\infty
$$

is finite. The conclusion follows from Corollary 4.4.10.
The next statement says that if a symbol in some $S_{\rho, \delta}^{m}$ is elliptic and if the elliptic order is equal to the order $m$ of the symbol, then we can define a symbol in $S_{\rho, \delta}^{-m}$ using the operator $E_{\pi}(\Lambda, \infty) \sigma(x, \pi)^{-1}$ defined via (5.80). This will be the main ingredient in the construction of a parametrix, see the proof of Theorem 5.8.7.

Proposition 5.8.5. Assume $1 \geq \rho \geq \delta \geq 0$. Let $\sigma \in S_{\rho, \delta}^{m}$ be a symbol which is $(\mathcal{R}, \Lambda, m)$-elliptic with respect to a positive Rockland operator $\mathcal{R}$. If $\psi \in C^{\infty}(\mathbb{R})$ is such that

$$
\psi_{\mid\left(-\infty, \Lambda_{1}\right]}=0 \quad \text { and } \quad \psi_{\mid\left[\Lambda_{2}, \infty\right)}=1
$$

for some real numbers $\Lambda_{1}, \Lambda_{2}$ satisfying $\Lambda<\Lambda_{1}<\Lambda_{2}$, then the symbol

$$
\left\{\psi(\pi(\mathcal{R})) \sigma^{-1}(x, \pi),(x, \pi) \in G \times \widehat{G}\right\}
$$

given by

$$
\psi(\pi(\mathcal{R})) \sigma^{-1}(x, \pi):=\psi(\pi(\mathcal{R})) E_{\pi}\left(\Lambda_{1}, \infty\right) \sigma(x, \pi)^{-1}
$$

is in $S_{\rho, \delta}^{-m}$. Moreover, for any $a_{o}, b_{o} \in \mathbb{N}_{0}$, we have

$$
\begin{aligned}
& \left\|\psi(\pi(\mathcal{R})) \sigma^{-1}(x, \pi)\right\|_{S_{\rho, \delta}^{-m}, a_{o}, b_{o}, 0} \\
& \quad \leq C \sum_{\substack{a_{1}^{\prime}, a_{2}^{\prime} \leq a_{o} \\
b_{1}^{\prime}, b_{2}^{\prime} \leq b_{o}}} \max _{|\gamma| \leq \rho a_{o}+\delta b_{o}} C_{\gamma, \sigma, \Lambda_{1}}^{a_{1}^{\prime}+b_{1}^{\prime}+1}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, a_{o}, b_{o},|m|}^{a_{2}^{\prime}+b_{2}^{\prime}},
\end{aligned}
$$

where $C>0$ is a positive constant depending on $a_{o}, b_{o}, \psi$, and where the constant $C_{\gamma, \sigma, \Lambda_{1}}$ was given in (5.79).

The following lemma is helpful in the proof of Proposition 5.8.5. Indeed, in the case of $\mathbb{R}^{n}$, if a cut-off function $\psi(\xi)$ on the Fourier side is constant for $|\xi|>\Lambda$ ( $\Lambda$ large enough), then its derivatives are $\partial_{\xi}^{\alpha} \psi(\xi)=0$ if $|\xi|>\Lambda$. In our case, we can not say anything in general. If we use $\psi(\pi(\mathcal{R}))$ as 'a cut-off in frequency' with $\psi$ as in Proposition 5.8.5 for example, it is not true in general that its $\left(\Delta^{\alpha}-\right)$ derivatives will vanish on $E_{\pi}(\Lambda, \infty)$ or will be of the form $\psi_{1}(\pi(\mathcal{R}))$. However, we can show that these derivatives are smoothing:

Lemma 5.8.6. Let $\psi \in C^{\infty}(\mathbb{R})$ satisfy $\psi_{\mid[\Lambda,+\infty)}=1$ for some $\Lambda \in \mathbb{R}$. Then for any $\alpha \in \mathbb{N}_{0}^{n} \backslash\{0\}$, the symbol given by $\Delta^{\alpha} \psi(\pi(\mathcal{R}))$ is smoothing, i.e. is in $S^{-\infty}$.

Proof of Lemma 5.8.6. Let $\alpha \in \mathbb{N}_{0}^{n} \backslash\{0\}$. Then $\Delta^{\alpha} \mathrm{I}=0$ by Example 5.2.8. Therefore

$$
\Delta^{\alpha} \psi(\pi(\mathcal{R}))=-\Delta^{\alpha}(1-\psi)(\pi(\mathcal{R}))
$$

As $1-\psi$ is a smooth function such that $\operatorname{supp}(1-\psi) \cap[0, \infty)$ is compact, the symbol $(1-\psi)(\pi(\mathcal{R}))$ is smoothing. Hence so is $\Delta^{\alpha}(1-\psi)(\pi(\mathcal{R}))$ and $\Delta^{\alpha} \psi(\pi(\mathcal{R}))$.

Proof of Proposition 5.8.5. Recall that by the Leibniz formula (Proposition 5.2.10), we have

$$
\Delta^{\alpha_{o}}\left(\sigma_{1} \sigma_{2}\right)=\sum_{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=\left[\alpha_{o}\right]} c_{\alpha_{1}, \alpha_{2}} \Delta^{\alpha_{1}} \sigma_{1} \Delta^{\alpha_{2}} \sigma_{2}
$$

with

$$
c_{\alpha_{1}, 0}=\left\{\begin{array}{ll}
1 & \text { if } \alpha_{1}=\alpha_{o} \\
0 & \text { otherwise }
\end{array} \quad, \quad c_{0, \alpha_{2}}=\left\{\begin{array}{ll}
1 & \text { if } \alpha_{2}=\alpha_{o} \\
0 & \text { otherwise }
\end{array} .\right.\right.
$$

It is also easy to see that

$$
X^{\beta_{o}}\left(f_{1} f_{2}\right)=\sum_{\left[\beta_{1}\right]+\left[\beta_{2}\right]=\left[\beta_{o}\right]} c_{\beta_{1}, \beta_{2}}^{\prime} X^{\beta_{1}} f_{1} X^{\beta_{2}} f_{2}
$$

with

$$
c_{\beta_{1}, 0}^{\prime}=\left\{\begin{array}{ll}
1 & \text { if } \beta_{1}=\alpha_{o} \\
0 & \text { otherwise }
\end{array} \quad, \quad c_{0, \beta_{2}}^{\prime}=\left\{\begin{array}{ll}
1 & \text { if } \beta_{2}=\beta_{o} \\
0 & \text { otherwise }
\end{array} .\right.\right.
$$

Let $\sigma=\sigma(x, \pi) \in S_{\rho, \delta}^{m}$ and $\psi \in C^{\infty}(\mathbb{R})$ as in the statement. By Lemma 5.8.3, the continuous symbol

$$
\left\{E_{\pi}(\Lambda, \infty) \sigma(x, \pi)^{-1}: \mathcal{H}_{\pi}^{\infty} \rightarrow \mathcal{H}_{\pi}^{\infty},(x, \pi) \in G \times \widehat{G}\right\}
$$

depends smoothly on $x \in G$. Hence so does the continuous symbol $\sigma_{o}$ defined via

$$
\sigma_{o}(x, \pi):=\psi(\pi(\mathcal{R})) \sigma^{-1}(x, \pi)
$$

Since $\psi(\pi(\mathcal{R}))$ commutes with powers of $\pi(\mathrm{I}+\mathcal{R})$ and

$$
\|\psi(\pi(\mathcal{R}))\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \leq\|\psi\|_{\infty}
$$

we have

$$
\begin{aligned}
& \left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m}{\nu}} \sigma_{o}(x, \pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \leq\|\psi\|_{\infty}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m}{\nu}}\left\{E_{\pi}(\Lambda, \infty) \sigma(x, \pi)^{-1}\right\}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad=\|\psi\|_{\infty} C_{0}^{-1}
\end{aligned}
$$

where by Lemma 5.8.3, $C_{0}$ is the finite constant intervening in the ellipticity condition for $\gamma=0$ in (5.79). More generally, in this proof, $C_{\gamma}$ denotes the constant depending on $\gamma$ in (5.79), see also Corollary 5.8.4.

By Proposition 5.3.4, $\psi(\pi(\mathcal{R})) \in S^{0}$. We also see that

$$
\begin{equation*}
\psi(\pi(\mathcal{R}))=\sigma_{o}(x, \pi) \sigma(x, \pi) \tag{5.83}
\end{equation*}
$$

Hence for any left-invariant vector field $X$ we have

$$
\begin{aligned}
0 & =X_{x} \psi(\pi(\mathcal{R})) \\
& =X_{x} \sigma_{o}(x, \pi) \sigma(x, \pi)+\sigma_{o}(x, \pi) X_{x} \sigma(x, \pi)
\end{aligned}
$$

Thus

$$
X_{x} \sigma_{o}(x, \pi) \sigma(x, \pi)=-\sigma_{o}(x, \pi) X_{x} \sigma(x, \pi)
$$

and since $\sigma(x, \pi)$ is invertible on $E_{\pi}\left(\Lambda_{1}, \infty\right) \mathcal{H}_{\pi}^{\infty}$,

$$
X_{x} \sigma_{o}(x, \pi)=-\sigma_{o}(x, \pi)\left\{X_{x} \sigma(x, \pi)\right\} \quad E\left(\Lambda_{1}, \infty\right) \sigma^{-1}(x, \pi)
$$

Assuming that $X$ is homogeneous of degree $d$, we can take the operator norm and estimate

$$
\begin{aligned}
& \left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m-\delta d}{\nu}} X_{x} \sigma_{o}(x, \pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad \leq\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m-\delta d}{\nu}} \sigma_{o}(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{\frac{\delta d}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad\left\|\pi(\mathrm{I}+\mathcal{R})^{-\frac{\delta d}{\nu}} X_{x} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{m}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \quad\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m}{\nu}}\left\{E_{\pi}\left(\Lambda_{1}, \infty\right) \sigma(x, \pi)^{-1}\right\}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \leq\|\psi\|_{\infty} C_{-\delta d}^{-1} C_{0}^{-1}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, 0, d,|-m|} .
\end{aligned}
$$

Recursively on $d=\left[\beta_{o}\right]$, we can show similar properties for $X_{x}^{\beta_{o}}\left\{\psi(\pi(\mathcal{R})) \sigma(x, \pi)^{-1}\right\}$, and obtain

$$
\begin{aligned}
& \left\|\psi(\pi(\mathcal{R})) \sigma(x, \pi)^{-1}\right\|_{S_{\rho, \delta}^{-m}, 0, b_{o}, 0} \\
& \quad \leq C_{b_{o},\|\psi\|_{\infty}} \sum_{b_{1}^{\prime}, b_{2}^{\prime} \leq b_{o}} \max _{|\gamma| \leq \delta b_{o}} C_{\gamma}^{-\left(b_{1}^{\prime}+1\right)}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, 0, b_{o},|m|}^{b_{2}^{\prime}}
\end{aligned}
$$

We can proceed in a parallel way for difference operators. Indeed, for any $\alpha_{o} \in \mathbb{N}_{0}^{n}$ with $\left|\alpha_{o}\right|=1$, we apply $\Delta^{\alpha_{o}}$ to both sides of (5.83) and obtain

$$
\Delta^{\alpha_{o}}\{\psi(\pi(\mathcal{R}))\}=\Delta^{\alpha_{o}} \sigma_{o}(x, \pi) \sigma(x, \pi)+\sigma_{o}(x, \pi) \Delta^{\alpha_{o}}\{\sigma(x, \pi)\}
$$

thus

$$
\begin{aligned}
\Delta^{\alpha_{o}} \sigma_{o}(x, \pi)=\Delta^{\alpha_{o}}\{ & \{\psi(\pi(\mathcal{R}))\} E\left(\Lambda_{1}, \infty\right) \sigma^{-1}(x, \pi) \\
& -\sigma_{o}(x, \pi)\left\{\Delta^{\alpha_{o}} \sigma(x, \pi)\right\} E\left(\Lambda_{1}, \infty\right) \sigma^{-1}(x, \pi)
\end{aligned}
$$

Then

$$
\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{o}\right]+m}{\nu}} \Delta^{\alpha_{o}} \sigma_{o}(x, \pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \leq N_{1}+N_{2}
$$

with

$$
\begin{aligned}
& N_{1}=\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{o}\right]+m}{\nu}} \Delta^{\alpha_{o}}\{\psi(\pi(\mathcal{R}))\} E\left(\Lambda_{1}, \infty\right) \sigma^{-1}(x, \pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}, \\
& N_{2}=\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{o}\right]+m}{\nu}} \sigma_{o}(x, \pi)\left\{\Delta^{\alpha_{o}} \sigma(x, \pi)\right\} E\left(\Lambda_{1}, \infty\right) \sigma^{-1}(x, \pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} .
\end{aligned}
$$

For the first norm, we see that

$$
\begin{aligned}
N_{1} & \leq\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{o}\right]+m}{\nu}} \Delta^{\alpha_{o}}\{\psi(\pi(\mathcal{R}))\} \pi(\mathrm{I}+\mathcal{R})^{-\frac{m}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
& \left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m}{\nu}} E\left(\Lambda_{1}, \infty\right) \sigma^{-1}(x, \pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
\leq & C_{\psi} C_{0}^{-1}
\end{aligned}
$$

since $\Delta^{\alpha_{o}}\{\psi(\pi(\mathcal{R}))\} \in S^{-\infty}$ by Lemma 5.8.6. For the second norm, we see that

$$
\begin{gathered}
N_{2} \leq\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{o}\right]+m}{\nu}} \sigma_{o}(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\rho\left[\alpha_{o}\right]}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\rho\left[\alpha_{o}\right]}{\nu}} \Delta^{\alpha_{o}} \sigma(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{m}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
\leq\left\|(\mathrm{I}+\mathcal{R})^{\frac{m}{\nu}} E\left(\Lambda_{1}, \infty\right) \sigma^{-1}(x, \pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \\
\leq\|\psi\|_{\infty} C_{\rho\left[\alpha_{o}\right]}^{-1} C_{0}^{-1}\|\sigma\|_{S_{\rho, \delta}^{m},\left[\alpha_{o}\right], 0,|m|} .
\end{gathered}
$$

Recursively on $\left[\alpha_{o}\right]$, we can show similar properties for $\Delta^{\alpha_{o}}\left\{\psi(\pi(\mathcal{R})) \sigma(x, \pi)^{-1}\right\}$, and obtain

$$
\begin{aligned}
& \left\|\sigma_{o}(x, \pi)\right\|_{S_{\rho, \delta}^{-m}, a_{o}, 0,0} \\
& \quad \leq C_{a_{o}, \psi} \sum_{a_{1}^{\prime}, a_{2}^{\prime} \leq a_{o}} \max _{|\gamma| \leq \rho a_{o}} C_{\gamma}^{-\left(a_{1}^{\prime}+1\right)}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, a_{o}, 0,|m|}^{a_{2}^{\prime}} .
\end{aligned}
$$

More generally, we have

$$
\begin{gathered}
X_{x}^{\beta_{o}} \Delta^{\alpha_{o}}\{\psi(\pi(\mathcal{R}))\}=\sum_{\substack{\left[\alpha_{1}\right]+\left[\alpha_{2}\right]=\left[\alpha_{o}\right] \\
\left[\beta_{1}\right]+\left[\beta_{2}\right]=\left[\beta_{o}\right]}} c_{\beta_{1}, \beta_{2}}^{\prime} c_{\alpha_{1}, \alpha_{2}} X_{x}^{\beta_{1}} \Delta^{\alpha_{1}} \sigma_{o}(x, \pi) \\
X_{x}^{\beta_{2}} \Delta^{\alpha_{2}} \sigma(x, \pi) .
\end{gathered}
$$

Because of the very first remark of this proof, we obtain $X^{\beta_{o}} \Delta^{\alpha_{o}} \sigma_{o}$ in terms of $X^{\beta^{\prime}} \Delta^{\alpha^{\prime}} \sigma_{o}$ with $\left[\beta^{\prime}\right]<\left[\beta_{o}\right]$ and $\left[\alpha^{\prime}\right]<\left[\alpha_{o}\right]$ and of some derivatives of $\psi(\pi(\mathcal{R}))$ and $\sigma$. If we assume that we can control all the seminorms $\left\|\sigma_{o}\right\|_{S_{\rho, \delta}^{-m}, a, b, c}$ with $a<\left[\alpha_{o}\right]$, $b<\left[\beta_{o}\right]$ and any $c \in \mathbb{R}$, then we can proceed as above introducing powers of $\mathrm{I}+\mathcal{R}$ to obtain the estimate for the seminorms of $\psi(\pi(\mathcal{R})) \sigma(x, \pi)^{-1}$. Recursively this shows Proposition 5.8.5.

### 5.8.2 Parametrix

In the next theorem, we show that our notion of ellipticity implies the construction of a parametrix.

Theorem 5.8.7. Let $\sigma \in S_{\rho, \delta}^{m}$ be elliptic of elliptic order $m$ with $1 \geq \rho>\delta \geq 0$. We can construct a left parametrix $B \in \Psi_{\rho, \delta}^{-m}$ for the operator $A=\operatorname{Op}(\sigma)$, that is, there exists $B \in \Psi_{\rho, \delta}^{-m}$ such that

$$
B A-\mathrm{I} \in \Psi^{-\infty}
$$

Comparing with two-sided parametrices in the case of compact Lie groups (Theorem 2.2.17), this parametrix is one-sided. It was also the case in [CGGP92].

Proof. We can adapt the proof in [Tay81, §0.4] to our setting. Let $\psi \in C^{\infty}(\mathbb{R})$ be such that $\psi_{\mid\left(-\infty, \Lambda_{1}\right]}=0$ and $\psi_{\mid\left[\Lambda_{2}, \infty\right)}=1$ for some $\Lambda_{1}, \Lambda_{2} \in \mathbb{R}$ with $\Lambda<\Lambda_{1}<\Lambda_{2}$. By Proposition 5.8.5,

$$
\psi(\pi(\mathcal{R})) \sigma^{-1}(x, \pi) \in S_{\rho, \delta}^{-m}
$$

Since $\psi(\pi(\mathcal{R}))=\psi(\pi(\mathcal{R})) \sigma^{-1}(x, \pi) \sigma(x, \pi)$, by Corollary 5.5.8,

$$
\mathrm{Op}\left(\psi(\pi(\mathcal{R})) \sigma^{-1}(x, \pi)\right) \quad A=\psi(\mathcal{R}) \bmod \Psi_{\rho, \delta}^{-(\rho-\delta)}
$$

now $\psi(\mathcal{R})=\mathrm{I}-(1-\psi)(\mathcal{R})$ and $(1-\psi) \in \mathcal{D}([0, \infty))$ so $(1-\psi)(\mathcal{R}) \in \Psi^{-\infty}$. This shows

$$
\mathrm{Op}\left(\psi(\pi(\mathcal{R})) \sigma^{-1}(x, \pi)\right) A=\mathrm{I} \bmod \Psi_{\rho, \delta}^{-(\rho-\delta)}
$$

So we have

$$
\operatorname{Op}\left(\psi(\pi(\mathcal{R})) \sigma^{-1}(x, \pi)\right) A \quad=\mathrm{I}-U \quad \text { with } \quad U \in \Psi_{\rho, \delta}^{-(\rho-\delta)}
$$

By Theorem 5.5.1, there exists $T \in \Psi_{\rho, \delta}^{0}$ such that

$$
T \sim \mathrm{I}+U+U^{2}+\ldots+U^{j}+\ldots
$$

By Theorem 5.5.3,

$$
B:=T \mathrm{Op}\left(\psi(\pi(\mathcal{R})) \sigma^{-1}\right) \in \Psi_{\rho, \delta}^{-m}
$$

Therefore, we obtain

$$
B A=T(\mathrm{I}-U)=\mathrm{I} \bmod \Psi^{-\infty}
$$

completing the proof.
It is not difficult to construct the following examples of elliptic operators satisfying Theorem 5.8.7 out of any Rockland operator. Indeed, combining Proposition 5.3.4 or Corollary 5.3.8 together with Proposition 5.8.2 yield

Example 5.8.8. Let $\mathcal{R}$ be a positive Rockland operator of homogeneous degree $\nu$.

1. For any $m \in \mathbb{R}$, the operator $(\mathrm{I}+\mathcal{R})^{\frac{m}{\nu}} \in \Psi^{m}$ is elliptic with respect to $\mathcal{R}$ of elliptic order $m$.
2. If $f_{1}$ and $f_{2}$ are complex-valued smooth functions on $G$ such that

$$
\inf _{x \in G, \lambda \geq \Lambda} \frac{\left|f_{1}(x)+f_{2}(x) \lambda\right|}{1+\lambda}>0 \quad \text { for some } \Lambda \geq 0
$$

and such that $X^{\alpha_{1}} f_{1}, X^{\alpha_{2}} f_{2}$ are bounded for each $\alpha_{1}, \alpha_{2} \in \mathbb{N}_{0}^{n}$, then the differential operator

$$
f_{1}(x)+f_{2}(x) \mathcal{R} \in \Psi^{\nu}
$$

is $(\mathcal{R}, \Lambda, \nu)$-elliptic.
3. Let $\psi \in C^{\infty}(\mathbb{R})$ be such that

$$
\psi_{\mid\left(-\infty, \Lambda_{1}\right]}=0 \quad \text { and } \quad \psi_{\mid\left[\Lambda_{2}, \infty\right)}=1
$$

for some real numbers $\Lambda_{1}, \Lambda_{2}$ satisfying $0<\Lambda_{1}<\Lambda_{2}$, Then the operator $\psi(\mathcal{R}) \mathcal{R} \in \Psi^{\nu}$ is $\left(\mathcal{R}, \Lambda_{2}, \nu\right)$-elliptic.

More generally, if $f$ is a smooth complex-valued function on $G$ such that $\inf _{G}|f|>0$ and that $X^{\alpha} f$ is bounded on $G$ for every $\alpha \in \mathbb{N}_{0}^{n}$, then

$$
f(x) \psi(\mathcal{R}) \mathcal{R} \in \Psi^{\nu}
$$

is elliptic with respect to $\mathcal{R}$ of elliptic order $\nu$.
Hence all the operators in Example 5.8.8 admit a left parametrix.
We will see other concrete examples of elliptic differential operators on the Heisenberg group in Section 6.6.1, see Example 6.6.2.

In fact we can prove the existence of left parametrices for symbols which are elliptic with an elliptic order lower than their order. Indeed, we can modify the hypothesis of the ellipticity in Section 5.8.1 to obtain the analogue of Hörmander's theorem about hypoellipticity involving lower order terms, similar to Theorem 2.2.18 in the compact case.

Theorem 5.8.9. Let $\sigma \in S_{\rho, \delta}^{m}$ with $1 \geq \rho>\delta \geq 0$. We assume that $\sigma$ is elliptic with respect to a positive Rockland operator $\mathcal{R}$ in the sense of Definition 5.8.1, and that its elliptic order is $m_{o} \leq m$.

We also assume that the following hypothesis on the lower order terms holds: there is $\Lambda \in \mathbb{R}$ such that for any $\gamma \in \mathbb{R}, x \in G$, $\mu$-almost all $\pi \in \widehat{G}$, and any $u \in \mathcal{H}_{\pi, \Lambda}^{\infty}$, we have

$$
\begin{align*}
\| \pi(\mathrm{I}+\mathcal{R})^{\frac{\rho[\alpha]-\delta[\beta]+\gamma}{\nu}}\left\{\Delta^{\alpha} X^{\beta} \sigma(x, \pi)\right\} \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}} & u \|_{\mathcal{H}_{\pi}} \\
& \leq C_{\alpha, \beta, \gamma}^{\prime}\|\sigma(x, \pi) u\|_{\mathcal{H}_{\pi}} \tag{5.84}
\end{align*}
$$

with $C_{\alpha, \beta, \gamma}^{\prime}=C_{\alpha, \beta, \gamma, \sigma, \mathcal{R}, m_{o}, \Lambda, \gamma}^{\prime}$ independent of $(x, \pi) \in G \times \widehat{G}$ and $u \in \mathcal{H}_{\pi, \Lambda}^{\infty}$.
Then we can construct a left parametrix $B \in \Psi_{\rho, \delta}^{-m_{o}}$ for the operator $A=$ $\operatorname{Op}(\sigma)$, that is, there exists $B \in \Psi_{\rho, \delta}^{-m_{o}}$ such that

$$
B A-\mathrm{I} \in \Psi^{-\infty}
$$

Proceeding as in Corollary 5.8.4, we can show easily that it suffices to assume (5.79) and (5.84) for a countable sequence $\gamma$ which goes to $+\infty$ and $-\infty$.

Proof. Let $\psi \in C^{\infty}(\mathbb{R})$ be such that $\psi_{\mid\left(-\infty, \Lambda_{1}\right]}=0$ and $\psi_{\left[\left[\Lambda_{2}, \infty\right)\right.}=1$ for some $\Lambda_{1}, \Lambda_{2} \in \mathbb{R}$ with $\Lambda<\Lambda_{1}<\Lambda_{2}$. Proceeding as in the proof of Proposition 5.8.5, we see that

$$
\sigma_{o}(x, \pi):=\psi(\pi(\mathcal{R})) \sigma^{-1}(x, \pi) \in S_{\rho, \delta}^{-m_{o}}
$$

with similar estimates for the seminorms of $\sigma_{o}$ and $\sigma$.
With similar ideas, using (5.84), we claim that, for any multi-index $\beta_{o} \in \mathbb{N}_{0}^{n}$, we have

$$
X^{\beta_{o}} \sigma(x, \pi) \sigma_{o}(x, \pi) \in S_{\rho, \delta}^{\delta\left[\beta_{o}\right]}
$$

Indeed, from the proof of Proposition 5.8.5, we know that

$$
X \sigma_{o}=-\sigma_{o} X \sigma E(\Lambda, \infty) \sigma^{-1}
$$

hence

$$
\begin{aligned}
& X\left(X^{\beta_{o}} \sigma(x, \pi) \sigma_{o}(x, \pi)\right)=X X^{\beta_{o}} \sigma(x, \pi) \sigma_{o}(x, \pi)+X^{\beta_{o}} \sigma(x, \pi) X \sigma_{o}(x, \pi) \\
& \quad=X X^{\beta_{o}} \sigma(x, \pi) \sigma_{o}(x, \pi)-X^{\beta_{o}} \sigma(x, \pi) \sigma_{o} X \sigma E(\Lambda, \infty) \sigma^{-1}
\end{aligned}
$$

and we can use the hypothesis (5.84) on each term to control the $S_{\rho, \delta^{-}}^{m}$ seminorms of the expression on the right-hand side. For the difference operators, from the proof of Proposition 5.8.5, we know with $\left|\alpha_{o}\right|=1$, that

$$
\Delta^{\alpha_{o}} \sigma_{o}=\Delta^{\alpha_{o}} \psi(\pi(\mathcal{R})) E(\Lambda, \infty) \sigma^{-1}-\sigma_{o} \Delta^{\alpha_{o}} \sigma E(\Lambda, \infty) \sigma^{-1}
$$

Hence

$$
\begin{aligned}
\Delta^{\alpha_{o}} & \left\{X^{\beta_{o}} \sigma(x, \pi) \sigma_{o}(x, \pi)\right\} \\
& =X^{\beta_{o}} \Delta^{\alpha_{o}} \sigma(x, \pi) \sigma_{o}(x, \pi)+X^{\beta_{o}} \sigma(x, \pi) \Delta^{\alpha_{o}} \sigma_{o}(x, \pi) \\
& =X^{\beta_{o}} \Delta^{\alpha_{o}} \sigma(x, \pi) \sigma_{o}(x, \pi)-X^{\beta_{o}} \sigma(x, \pi) \sigma_{o} \Delta^{\alpha_{o}} \sigma E(\Lambda, \infty) \sigma^{-1} \\
& \quad+X^{\beta_{o}} \sigma(x, \pi) \Delta^{\alpha_{o}} \psi(\pi(\mathcal{R})) \psi_{o}(\pi(\mathcal{R})) \sigma^{-1},
\end{aligned}
$$

where $\psi_{o} \in C^{\infty}(\mathbb{R})$ is a fixed smooth function such that $\psi_{o \mid\left[\Lambda_{1}, \infty\right)}=1$ and $\psi_{o \mid\left(-\infty, \Lambda_{1} / 2\right)}=0$. While we can use the hypothesis (5.84) on the first two terms, we use Lemma 5.8.6 for the last term which is then smoothing. Proceeding recursively as in the proof of Proposition 5.8.5, we obtain the estimates for the sum on the right-hand side.

We now define recursively

$$
\sigma_{n}(x, \pi):=\left(\sum_{0<[\alpha] \leq n} \Delta^{\alpha} \sigma_{n-[\alpha]} X^{\alpha} \sigma\right) \sigma_{o}, \quad n=1,2, \ldots
$$

It is easy to check that each symbol $\sigma_{n}(x, \pi)$ is in $S_{\rho, \delta}^{-m_{o}-n(\rho-\delta)}$ and that as in the compact case,

$$
\mathrm{Op}\left(\sigma_{o}\right) \mathrm{Op}(\sigma)-I-\mathrm{Op}\left(\sigma_{1}\right) \mathrm{Op}(\sigma)-\ldots-\mathrm{Op}\left(\sigma_{n}\right) \mathrm{Op}(\sigma) \in \Psi_{\rho, \delta}^{m-m_{0}-n}
$$

Therefore, the operator $B \in \Psi_{\rho, \delta}^{-m_{o}}$ whose symbol is given by the asymptotic sum $\sigma_{o}-\sum_{j=1}^{\infty} \sigma_{j}$ is a left parametrix for $A=\operatorname{Op}(\sigma)$.

We will see a concrete example of hypoelliptic differential operators on the Heisenberg group in Section 6.6.2, see Example 6.6.4.

We now note the following generalisation of Proposition 5.8.5 that we have already used in the proof of Theorem 5.8.9.
Proposition 5.8.10. Assume $1 \geq \rho \geq \delta \geq 0$. Let $\sigma \in S_{\rho, \delta}^{m}$ be a symbol which is $\left(\mathcal{R}, \Lambda, m_{o}\right)$-elliptic with respect to a positive Rockland operator $\mathcal{R}$. If $\psi \in C^{\infty}(\mathbb{R})$ is such that

$$
\psi_{l\left(-\infty, \Lambda_{1}\right]}=0 \quad \text { and } \quad \psi_{\left[\left[\Lambda_{2}, \infty\right)\right.}=1
$$

for some real numbers $\Lambda_{1}, \Lambda_{2}$ satisfying $\Lambda<\Lambda_{1}<\Lambda_{2}$, then the symbol

$$
\left\{\psi(\pi(\mathcal{R})) \sigma^{-1}(x, \pi),(x, \pi) \in G \times \widehat{G}\right\}
$$

given by

$$
\psi(\pi(\mathcal{R})) \sigma(x, \pi)^{-1}:=\psi(\pi(\mathcal{R})) E_{\pi}\left(\Lambda_{1}, \infty\right) \sigma^{-1}(x, \pi)
$$

is in $S_{\rho, \delta}^{-m_{o}}$. Moreover, for any $a_{o}, b_{o} \in \mathbb{N}_{0}$, we have

$$
\begin{aligned}
& \left\|\psi(\pi(\mathcal{R})) \sigma^{-1}(x, \pi)\right\|_{S_{\rho, \delta}^{-m_{o}}, a_{o}, b_{o}, 0} \\
& \quad \leq C \sum_{\substack{a_{1}^{\prime}, a_{2}^{\prime} \leq a_{o} \\
b_{1}^{\prime}, b_{2}^{\prime} \leq b_{o}}} \max _{\substack{ \\
|x| \leq a_{o}+\delta b_{o}}} C_{\gamma, \sigma, \Lambda_{1}}^{a_{1}^{\prime}+b_{1}^{\prime}+1}\|\sigma(x, \pi)\|_{S_{\rho, \delta}^{m}, a_{o}, b_{o},|m|}^{a_{2}^{\prime}+b_{0}^{\prime}},
\end{aligned}
$$

where $C>0$ is a positive constant depending on $a_{o}, b_{o}, \psi$, and where the constant $C_{\gamma, \sigma, \Lambda_{1}}$ was given in (5.79).

Here the elliptic order $m_{o}$ and the symbol order $m$ are different but the same results holds: one can construct a symbol $\psi(\pi(\mathcal{R})) \sigma^{-1}(x, \pi) \in S_{\rho, \delta}^{-m_{o}}$. The proof is easily obtained by generalising the proof of Proposition 5.8.5.

We now show that Theorem 5.8.7 has a partial inverse.
Proposition 5.8.11. Suppose that the operator $A=\operatorname{Op}(\sigma) \in \Psi_{\rho, \delta}^{m}$, with $1 \geq \rho>$ $\delta \geq 0$, admits a left parametrix $B \in \Psi_{\rho, \delta}^{-m}$, i.e. $B A-\mathrm{I} \in \Psi^{-\infty}$. Then $\sigma$ is elliptic of order $m$, that is, there exist a positive Rockland operator $\mathcal{R}$ of homogeneous degree $\nu$, and $\Lambda \in \mathbb{R}$ such that for any $\gamma \in \mathbb{R}, x \in G$, $\mu$-almost all $\pi \in \widehat{G}$, and any $u \in \mathcal{H}_{\pi, \Lambda}^{\infty}$ we have

$$
\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} \sigma(x, \pi) u\right\|_{\mathcal{H}_{\pi}} \geq C_{\gamma}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} \pi(\mathrm{I}+\mathcal{R})^{\frac{m}{\nu}} u\right\|_{\mathcal{H}_{\pi}} .
$$

Moreover, if this property holds for one positive Rockland operator then it holds for any Rockland operator.

Proof. Let $A$ and $B$ be as in the statement. Let $\sigma$ and $\tau$ be their respective symbols. Then the symbol

$$
\begin{aligned}
\varepsilon & :=\tau \sigma-\mathrm{I} \\
& =\left(\tau \sigma-\mathrm{Op}^{-1}(B A)\right)-\left(\mathrm{I}-\mathrm{Op}^{-1}(B A)\right),
\end{aligned}
$$

is in $S_{\rho, \delta}^{-(\rho-\delta)}$, and we can write

$$
\pi(\mathrm{I}+\mathcal{R})^{\frac{m+\gamma}{\nu}} \tau \sigma=\pi(\mathrm{I}+\mathcal{R})^{\frac{m+\gamma}{\nu}}+\epsilon_{0} \pi(\mathrm{I}+\mathcal{R})^{-\frac{\rho-\delta}{\nu}} \pi(\mathrm{I}+\mathcal{R})^{\frac{m+\gamma}{\nu}},
$$

where

$$
\varepsilon_{0}:=\pi(\mathrm{I}+\mathcal{R})^{\frac{m+\gamma}{\nu}} \varepsilon \pi(\mathrm{I}+\mathcal{R})^{\frac{\rho-\delta}{\nu}-\frac{m+\gamma}{\nu}} \in S_{\rho, \delta}^{0}
$$

For any $u \in \mathcal{H}_{\pi}^{\infty},(x, \pi) \in G \times \widehat{G}$, we thus have

$$
\begin{aligned}
& \left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m+\gamma}{\nu}} \tau(x, \pi) \sigma(x, \pi) u\right\|_{\mathcal{H}_{\pi}} \\
& \quad=\left\|\left(\pi(\mathrm{I}+\mathcal{R})^{\frac{m+\gamma}{\nu}}+\epsilon_{0}(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\rho-\delta}{\nu}} \pi(\mathrm{I}+\mathcal{R})^{\frac{m+\gamma}{\nu}}\right) u\right\|_{\mathcal{H}_{\pi}} .
\end{aligned}
$$

We can bound the left hand side by

$$
\begin{aligned}
\| \pi(\mathrm{I} & +\mathcal{R})^{\frac{m+\gamma}{\nu}} \tau(x, \pi) \sigma(x, \pi) u \|_{\mathcal{H}_{\pi}} \\
& \leq\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m+\gamma}{\nu}} \tau(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\gamma}{\nu}}\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} \sigma(x, \pi) u\right\|_{\mathcal{H}_{\pi}} \\
& \leq\|\tau\|_{S_{0,0,|\gamma|}^{-m}}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} \sigma(x, \pi) u\right\|_{\mathcal{H}_{\pi}},
\end{aligned}
$$

and the right hand side below by

$$
\begin{aligned}
& \left\|\left(\pi(\mathrm{I}+\mathcal{R})^{\frac{m+\gamma}{\nu}}+\epsilon_{0}(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\rho-\delta}{\nu}} \pi(\mathrm{I}+\mathcal{R})^{\frac{m+\gamma}{\nu}}\right) u\right\|_{\mathcal{H}_{\pi}} \\
& \geq\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m+\gamma}{\nu}} u\right\|_{\mathcal{H}_{\pi}}-\left\|\epsilon_{0}(x, \pi) \pi(\mathrm{I}+\mathcal{R})^{-\frac{\rho-\delta}{\nu}} \pi(\mathrm{I}+\mathcal{R})^{\frac{m+\gamma}{\nu}} u\right\|_{\mathcal{H}_{\pi}} \\
& \geq\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m+\gamma}{\nu}} u\right\|_{\mathcal{H}_{\pi}} \\
& \quad \quad-\left\|\epsilon_{0}(x, \pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}\left\|\pi(\mathrm{I}+\mathcal{R})^{-\frac{\rho-\delta}{\nu}} \pi(\mathrm{I}+\mathcal{R})^{\frac{m+\gamma}{\nu}} u\right\|_{\mathcal{H}_{\pi}} .
\end{aligned}
$$

Hence if $u \in E(\Lambda, \infty) \mathcal{H}_{\pi}^{\infty}$ where $\Lambda \geq 0$ then

$$
\begin{aligned}
& \|\tau\|_{S_{0,0,|\gamma|}^{-m}}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} \sigma(x, \pi) u\right\|_{\mathcal{H}_{\pi}} \\
& \quad \geq\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m+\gamma}{\nu}} u\right\|_{\mathcal{H}_{\pi}} \\
& \quad-\left\|\epsilon_{0}(x, \pi)\right\| \mathscr{L}\left(\mathcal{H}_{\pi}\right)(1+\Lambda)^{-\frac{\rho-\delta}{\nu}}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m+\gamma}{\nu}} u\right\|_{\mathcal{H}_{\pi}} .
\end{aligned}
$$

Clearly $\tau \not \equiv 0$ and $\|\tau\|_{S_{0,0,|\gamma|}^{-m}} \neq 0$. Furthermore

$$
\left\|\epsilon_{0}(x, \pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)} \leq\left\|\epsilon_{0}\right\|_{S_{\rho, \delta}^{0}, 0,0,0}<\infty
$$

hence we can choose $\Lambda \geq 0$ such that

$$
\left\|\epsilon_{0}(x, \pi)\right\|_{\mathscr{L}\left(\mathcal{H}_{\pi}\right)}(1+\Lambda)^{-\frac{\rho-\delta}{\nu}} \leq\left\|\epsilon_{0}\right\|_{S_{\rho, \delta}^{0}, 0,0,0}(1+\Lambda)^{-\frac{\rho-\delta}{\nu}} \leq \frac{1}{2}
$$

in view of $\rho>\delta$. We have therefore obtained for $u \in E(\Lambda, \infty) \mathcal{H}_{\pi}^{\infty}$ with the chosen $\Lambda$, that

$$
\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{\gamma}{\nu}} \sigma(x, \pi) u\right\|_{\mathcal{H}_{\pi}} \geq \frac{1}{2\|\tau\|_{S_{0,0,|\gamma|}^{-m}}}\left\|\pi(\mathrm{I}+\mathcal{R})^{\frac{m+\gamma}{\nu}} u\right\|_{\mathcal{H}_{\pi}}
$$

which is the required statement.

### 5.8.3 Subelliptic estimates and hypoellipticity

The existence of a parametrix yields subelliptic estimates:
Corollary 5.8.12. Let $m \in \mathbb{R}$ and $1 \geq \rho>\delta \geq 0$. If $A \in \Psi_{\rho, \delta}^{m}$ is elliptic of order $m$, then A satisfies the following subelliptic estimates

$$
\forall s \in \mathbb{R} \quad \forall N \in \mathbb{R} \quad \exists C>0 \quad \forall f \in \mathcal{S}(G) \quad\|f\|_{L_{s+m}^{2}} \leq C\left(\|A f\|_{L_{s}^{2}}+\|f\|_{L_{-N}^{2}}\right)
$$

If $A \in \Psi_{\rho, \delta}^{m}$ is elliptic of order $m_{o}$ and satisfies the hypotheses of Theorem 5.8.9, then A satisfies the subelliptic estimates

$$
\forall s \in \mathbb{R} \quad \forall N \in \mathbb{R} \quad \exists C>0 \quad \forall f \in \mathcal{S}(G) \quad\|f\|_{L_{s+m_{o}}^{2}} \leq C\left(\|A f\|_{L_{s}^{2}}+\|f\|_{L_{-N}^{2}}\right)
$$

In the case $(\rho, \delta)=(1,0)$, assume that $A \in \Psi^{m}$ is either elliptic of order $m_{0}=m$ or is elliptic of some order $m_{0}$ and satisfies the hypotheses of Theorem 5.8.9. Then A satisfies the subelliptic estimates

$$
\begin{aligned}
& \forall s \in \mathbb{R} \quad \forall N \in \mathbb{R} \quad \forall p \in(1, \infty) \quad \exists C>0 \quad \forall f \in \mathcal{S}(G) \\
&\|f\|_{L_{s+m_{o}}^{p}} \leq C\left(\|A f\|_{L_{s}^{p}}+\|f\|_{L_{-N}^{p}}\right)
\end{aligned}
$$

In the estimates above, $\|\cdot\|_{L_{s}^{p}}$ denotes any (fixed) Sobolev norm, for example obtained from a (fixed) positive Rockland operator.

Proof. By Theorem 5.8.7 or Theorem 5.8.9, $A$ admits a left parametrix $B$, i.e. $B A-\mathrm{I}=R \in \Psi^{-\infty}$. By using the boundedness on Sobolev spaces from Corollary 5.7.2, we get

$$
\|f\|_{L_{s+m_{o}}^{2}} \leq\|B A f\|_{L_{s+m_{o}}^{2}}+\|R f\|_{L_{s+m_{o}}^{2}} \leq C\left(\|A f\|_{L_{s}^{2}}+\|f\|_{L_{-N}^{2}}\right)
$$

In the case $(\rho, \delta)=(1,0)$, the last statement follows from Corollary 5.7.4 with Sobolev $L^{p}$-boundedness instead.

## Local hypoelliptic properties

Our construction of parametrices implies the following local property:
Proposition 5.8.13. Let $A \in \Psi_{\rho, \delta}^{m}$ with $m \in \mathbb{R}, 1 \geq \rho>\delta \geq 0$. We assume that the operator $A$ is elliptic of order $m_{0}$ and that

- either $m=m_{0}$,
- or $m>m_{0}$ and in this case A satisfies the hypotheses of Theorem 5.8.9.

Then the singular support of any $f \in \mathcal{S}^{\prime}(G)$ is contained the singular support of $A f$,

$$
\operatorname{sing} \operatorname{supp} f \subset \operatorname{sing} \operatorname{supp} A f
$$

that is, if Af coincides with a smooth function on any open subset of $G$, then $f$ is also smooth there.

Consequently, if $A$ is a differential operator, then it is hypoelliptic.
The notion of hypoellipticity for a differential operator with smooth coefficients is explained in Appendix A.1.

Proposition 5.8.13 follows easily from the following property:
Lemma 5.8.14. Let $A \in \Psi_{\rho, \delta}^{m}$ with $m \in \mathbb{R}, 1 \geq \rho>\delta \geq 0$. We assume that there exists an open set $\Omega$ such that the symbol of $A$ satisfies the elliptic condition in (5.79) for any $x \in \Omega$ only. We also assume that

- either $m=m_{0}$,
- or $m>m_{0}$ and in this case A satisfies the hypotheses of Theorem 5.8.9 with $x \in \Omega$.

If $f \in \mathcal{S}^{\prime}(G)$ and if $\Omega^{\prime}$ is an open subset of $\Omega$ where $A f$ is smooth, i.e. Af $\in C^{\infty}\left(\Omega^{\prime}\right)$, then $f \in C^{\infty}\left(\Omega^{\prime}\right)$.

The proof requires to revisit the construction of parametrices 'to make it local'.

Proof of Lemma 5.8.14. We keep the hypotheses and notation of the statement. As the properties are essentially local, we may assume that the open subsets $\Omega, \Omega^{\prime}$ are open bounded and that there exists an open subset $\Omega_{1}$ such that $\bar{\Omega}^{\prime} \subset \Omega_{1}$ and $\bar{\Omega}_{1} \subset \Omega$. Let $\chi \in \mathcal{D}(G)$ be such that $\chi \equiv 1$ on $\Omega^{\prime}$ and $\chi \equiv 0$ outside $\Omega_{1}$. The symbol of the operator $A^{\prime}:=\chi(x) A$ is given via $\chi(x) \sigma(x, \pi)$. An easy modification of the proof of Proposition 5.8.5 implies that the symbol given by

$$
\chi(x) \psi(\pi(\mathcal{R})) \sigma(x, \pi)^{-1}
$$

is in $S_{\rho, \delta}^{-m_{0}}$ (here $\psi$ is a function as in Proposition 5.8.5). Adapting the proof of Theorem 5.8.7 or Theorem 5.8.9, we construct an operator $B \in \Psi_{\rho, \delta}^{-m_{0}}$ such that $B A^{\prime}=\chi(x)+R$ with $R \in \Psi^{-\infty}$.

Let $\chi_{1} \in \mathcal{D}(G)$ be such that $\chi_{1} \equiv 1$ on $\Omega_{1}$ and $\chi_{1} \equiv 0$ outside $\Omega$. Let $f \in \mathcal{S}^{\prime}(G)$. As $A$ admits a singular integral representation, see Lemma 5.4.15 and its proof, the function $x \mapsto \chi(x) A\left\{\left(1-\chi_{1}\right) f\right\}(x)$ is smooth and compactly supported. Let us assume that $A f$ is smooth on $\Omega^{\prime}$. Since we have for any $x \in G$

$$
A^{\prime}\left\{\chi_{1} f\right\}(x)=\chi(x) A f(x)-\chi(x) A\left\{\left(1-\chi_{1}\right) f\right\}(x)
$$

the function $A^{\prime}\left\{\chi_{1} f\right\}$ is necessarily smooth and compactly supported on $G$, i.e. $A^{\prime}\left\{\chi_{1} f\right\} \in \mathcal{D}(G)$. Applying $B$, we have $B A^{\prime}\left\{\chi_{1} f\right\} \in \mathcal{S}(G)$ by Theorem 5.2.15. By Corollary 5.5.13. $R\left\{\chi_{1} f\right\} \in \mathcal{S}(G)$ since the distribution $\chi_{1} f \in \mathcal{E}^{\prime}(G)$ has compact support. Hence $\chi_{1} f=B A^{\prime}\left\{\chi_{1} f\right\}-R\left\{\chi_{1} f\right\}$ must be in $\mathcal{S}(G)$. This shows that $f$ is smooth on $\Omega^{\prime}$.

## Global hypoelliptic-type properties

Our construction of parametrix is global. Hence we also obtain the following global property:

Proposition 5.8.15. Let $A \in \Psi_{\rho, \delta}^{m}$ with $m \in \mathbb{R}, 1 \geq \rho>\delta \geq 0$. We assume that the operator $A$ is elliptic of order $m_{0}$ and that

- either $m=m_{0}$,
- or $m>m_{0}$ and in this case A satisfies the hypotheses of Theorem 5.8.9.

If $f \in \mathcal{S}^{\prime}(G)$ and $A f \in \mathcal{S}(G)$, then $f$ is smooth and all its left-derivatives (hence also right-derivatives and abelian derivatives) have polynomial growth. More precisely, for any multi-index $\beta \in \mathbb{N}_{0}^{n}$, there exists a constant $C>0$, an integer $M \in \mathbb{N}_{0}$ and seminorms $\|\cdot\|_{\mathcal{S}^{\prime}(G), N_{1}},\|\cdot\|_{\mathcal{S}(G), N_{2}}$ such that for any $f \in \mathcal{S}^{\prime}(G)$ with Af $\in \mathcal{S}(G)$, we have

$$
\left|X^{\beta} f(x)\right| \leq C\left((1+|x|)^{M}\|f\|_{\mathcal{S}^{\prime}(G), N_{1}}+\|A f\|_{\mathcal{S}(G), N_{2}}\right), \quad x \in G
$$

Proof. We keep the hypotheses and notation of the statement. By Theorem 5.8.7 or Theorem 5.8.9, $A$ admits a left parametrix $B$, i.e. $B A-\mathrm{I} \in \Psi^{-\infty}$. By Corollary 5.4.10, $(B A-\mathrm{I}) f$ is smooth with polynomial growth. As $A f \in \mathcal{S}(G), B(A f) \in$ $\mathcal{S}(G)$ by Theorem 5.2.15. Thus

$$
f=-(B A-\mathrm{I}) f+B(A f)
$$

is smooth with polynomial growth. The estimate follows easily from the ones in Corollary 5.4.10 and Theorem 5.2.15.

## Examples

Hence we have obtained hypoellipticity and subelliptic estimates for the operators in Examples 5.8.8.

Corollary 5.8.16. Let $\mathcal{R}$ be a positive Rockland operator of homogeneous degree $\nu$ and let $p \in(1, \infty)$.

1. If $f_{1}$ and $f_{2}$ are complex-valued smooth functions on $G$ such that

$$
\inf _{x \in G, \lambda \geq \Lambda} \frac{\left|f_{1}(x)+f_{2}(x) \lambda\right|}{1+\lambda}>0 \quad \text { for some } \Lambda \geq 0
$$

and such that $X^{\alpha_{1}} f_{1}, X^{\alpha_{2}} f_{2}$ are bounded for each $\alpha_{1}, \alpha_{2} \in \mathbb{N}_{0}^{n}$, then the differential operator

$$
f_{1}(x)+f_{2}(x) \mathcal{R}
$$

satisfies the following subelliptic estimates

$$
\begin{aligned}
\forall p \in(1, \infty) \quad \forall s \in \mathbb{R} \quad \forall N \in \mathbb{R} \quad \exists C & >0 \quad \forall \varphi \in \mathcal{S}(G) \\
\|\varphi\|_{L_{s+\nu}^{p}} & \leq C\left(\left\|\left(f_{1}+f_{2} \mathcal{R}\right) \varphi\right\|_{L_{s}^{p}}+\|\varphi\|_{L_{-N}^{p}}\right)
\end{aligned}
$$

and is (locally) hypoelliptic. It is also globally hypoelliptic in the sense of Proposition 5.8.15.
2. Let $\psi \in C^{\infty}(\mathbb{R})$ be such that

$$
\psi_{\mid\left(-\infty, \Lambda_{1}\right]}=0 \quad \text { and } \quad \psi_{\mid\left[\Lambda_{2}, \infty\right)}=1
$$

for some real numbers $\Lambda_{1}, \Lambda_{2}$ satisfying $0<\Lambda_{1}<\Lambda_{2}$. Let also $f_{1}$ be a smooth complex-valued function on $G$ such that

$$
\inf _{G}\left|f_{1}\right|>0
$$

and that $X^{\alpha} f_{1}$ is bounded on $G$ for each $\alpha \in \mathbb{N}_{0}^{n}$. Then the operator

$$
f_{1}(x) \psi(\mathcal{R}) \mathcal{R} \in \Psi^{\nu}
$$

satisfies the following subelliptic estimates

$$
\begin{aligned}
& \forall p \in(1, \infty) \quad \forall s \in \mathbb{R} \quad \exists C>0 \quad \forall N \in \mathbb{R} \quad \forall \varphi \in \mathcal{S}(G) \\
&\|\varphi\|_{L_{s+\nu}^{p}} \leq C\left(\left\|f_{1} \psi(\mathcal{R}) \mathcal{R} \varphi\right\|_{L_{s}^{p}}+\|\varphi\|_{L_{-N}^{p}}\right)
\end{aligned}
$$

and is (locally) hypoelliptic. It is also globally hypoelliptic in the sense of Proposition 5.8.15.
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