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Abstract First, we revisit basic theory of functional Itô/path-dependent calculus,
using the formulation of calculus via regularization. Relationswith the corresponding
Banach space valued calculus are explored. The second part of the paper is devoted
to the study of the Kolmogorov type equation associated with the so called window
Brownian motion, called path-dependent heat equation, for which well-posedness at
the level of strict solutions is established. Then, a notion of strong approximating
solution, called strong-viscosity solution, is introduced which is supposed to be a
substitution tool to the viscosity solution. For that kind of solution, we also prove
existence and uniqueness.
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1 Introduction

The present work collects several results obtained in the papers [9, 10], focusing
on the study of some specific examples and particular cases, for which an ad hoc
analysis is developed. This work is an improved version of [8], trying to explain more
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precisely some details. For example, in [8] a slightly more restrictive definition of
strong-viscosity solution was adopted, see Remark 12.

Recently, a new branch of stochastic calculus has appeared, known as functional
Itô calculus, which results to be an extension of classical Itô calculus to functionals
depending on the entire path of a stochastic process and not only on its current value,
see Dupire [17], Cont and Fournié [5–7]. Independently, Di Girolami and Russo, and
more recently Fabbri, Di Girolami, and Russo, have introduced a stochastic calculus
via regularizations for processes taking values in a separable Banach space B (see
[12–16]), including the case B = C([−T, 0]), which concerns the applications to
the path-dependent calculus.

In the first part of the present paper, we follow [9] and revisit functional Itô cal-
culus by means of stochastic calculus via regularization. We recall that Cont and
Fournié [5–7] developed functional Itô calculus and derived a functional Itô’s for-
mula using discretization techniques of Föllmer [23] type, instead of regularization
techniques, which in our opinion, better fit to the notion of derivative. Let us illus-
trate another difference with respect to [5]. One of the main issues of functional Itô
calculus is the definition of the functional (or pathwise) derivatives, i.e., the hori-
zontal derivative (calling in only the past values of the trajectory) and the vertical
derivative (calling in only the present value of the trajectory). In [5], it is essential
to consider functionals defined on the space of càdlàg trajectories, since the def-
inition of functional derivatives necessitates of discontinuous paths. Therefore, if
a functional is defined only on the space of continuous trajectories (because, e.g.,
it depends on the paths of a continuous process as Brownian motion), we have to
extend it anyway to the space of càdlàg trajectories, even though, in general, there is
no unique way to extend it. In contrast to this approach, we introduce a new space
larger than the space of continuous trajectories C([−T, 0]), denoted by C ([−T, 0]),
which allows us to define functional derivatives. C ([−T, 0]) is the space of bounded
trajectories on [−T, 0], continuous on [−T, 0[ and with possibly a jump at 0. We
endowC ([−T, 0])with a topology such thatC([−T, 0]) is dense inC ([−T, 0])with
respect to this topology. Therefore, any functional U : [0, T ] × C([−T, 0]) → R,
continuous with respect to the topology of C ([−T, 0]), admits a unique extension
to C ([−T, 0]), denoted u : [0, T ] × C ([−T, 0]) → R. We present some significant
functionals for which a continuous extension exists. Then, we develop the functional
Itô calculus for u : [0, T ] × C ([−T, 0]) → R.

Notice that we use a slightly different notation compared with [5]. In partic-
ular, in place of a map U : [0, T ] × C([−T, 0]) → R, in [5] a family of maps
F = (Ft )t∈[0,T ], with Ft : C([0, t]) → R, is considered. However, we can always
move from one formulation to the other. Indeed, given F = (Ft )t∈[0,T ], where each
Ft : C([0, t]) → R, we can define U : [0, T ] × C([−T, 0]) → R as follows:

U (t, η) := Ft (η(· + T )|[0,t]), (t, η) ∈ [0, T ] × C([−T, 0]).

Vice-versa, let U : [0, T ] × C([−T, 0]) → R and define F = (Ft )t∈[0,T ] as

Ft (η̃) := U (t, η), (t, η̃) ∈ [0, T ] × C([0, t]), (1)
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where η is the element of C([−T, 0]) obtained from η̃ firstly translating η̃ on the
interval [−t, 0], then extending it in a constant way up to −T , namely η(x) :=
η̃(x + t)1[−t,0](x) + η̃(−t)1[−T,−t)(x), for any x ∈ [−T, 0]. Observe that, in
principle, the mapU contains more information than F , since in (1) we do not take
into account the values of U at (t, η) ∈ [0, T ] × C([−T, 0]) with η not constant
on the interval [−T,−t]. Despite this, the equivalence between the two notations
is guaranteed; indeed, when we consider the composition of U with a stochastic
process, this extra information plays no role. Our formulation has two advantages.
Firstly, we can work with a single map instead of a family of maps. In addition,
the time variable and the path have two distinct roles in our setting, as for the time
variable and the space variable in the classical Itô calculus. This, in particular, allows
us to define the horizontal derivative independently of the time derivative, so that,
the horizontal derivative defined in [5] corresponds to the sum of our horizontal
derivative and of the time derivative. We mention that an alternative approach to
functional derivatives was introduced in [1].

We end the first part of the paper showing how our functional Itô’s formula is
strictly related to the Itô’s formula derived in the framework of Banach space valued
stochastic calculus via regularization, for the case of window processes. This new
branch of stochastic calculus has been recently conceived and developed in many
directions in [12, 14–16]; for more details see [13]. For the particular case of window
processes, we also refer to Theorem 6.3 and Sect. 7.2 in [12]. In the present paper, we
prove formulae which allow to express functional derivatives in terms of differential
operators arising in the Banach space valued stochastic calculus via regularization,
with the aim of identifying the building blocks of our functional Itô’s formula with
the terms appearing in the Itô’s formula for window processes.

Dupire [17] introduced also the concept of path-dependent partial differential
equation, to which the second part of the present paper is devoted. Di Girolami and
Russo, in Chap.9 of [13], considered existence of regular solutions associated with
a path dependent heat equation (which is indeed the Kolmogorov equation related to
windowBrownianmotion)with aFréchet smoothfinal condition.Thiswasperformed
in the framework of Banach space valued calculus, for which we refer also to [22].
A flavour of the notion of regular solution in the Banach space framework, appeared
in Chap. IV of [30] which introduced the notion of weak infinitesimal generator (in
some weak sense) of the window Brownian motion and more general solutions of
functional dependent stochastic differential equations. Indeed, the monograph [30]
by Mohammed constitutes an excellent early contribution to the theory of this kind
of equations.

We focus on semilinear parabolic path-dependent equations associated to the
window Brownian motion. For more general equations we refer to [9] (for strict
solutions) and to [10] (for strong-viscosity solutions). First, we consider regular
solution, which we call strict solutions, in the framework of functional Itô calculus.
We prove a uniqueness result for this kind of solution, showing that, if a strict solution
exists, then it can be expressed through the unique solution to a certain backward
stochastic differential equation (BSDE). Then, we prove an existence result for strict
solutions.
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However, this notion of solution turns out to be unsuitable to deal with all signif-
icant examples. As a matter of fact, if we consider the path-dependent PDE arising
in the hedging problem of lookback contingent claims, we can not expect too much
regularity of the solution (this example is studied in detail in Sect. 3.2). Therefore,
we are led to consider a weaker notion of solution. In particular, we are interested in a
viscosity-type solution, namely a solution which is not required to be differentiable.

The issue of providing a suitable definition of viscosity solutions for path-
dependent PDEs has attracted a great interest, see Peng [33] and Tang and Zhang
[42], Ekren et al. [18–20], Ren et al. [34]. In particular, the definition of viscos-
ity solution provided by [18–20, 34] is characterized by the fact that the classical
minimum/maximum property, which appears in the standard definition of viscosity
solution, is replaced with an optimal stopping problem under nonlinear expecta-
tion [21]. Then, probability plays an essential role in this latter definition, which can
not be considered as a purely analytic object as the classical definition of viscosity
solution is; it is, more properly, a probabilistic version of the classical definition of
viscosity solution. We also emphasize that a similar notion of solution, called sto-
chastic weak solution, has been introduced in the recent paper [29] in the context of
variational inequalities for the Snell envelope associated to a non-Markovian con-
tinuous process X . Those authors also revisit functional Itô calculus, making use of
stopping times. This approach seems very promising. Instead, our aim is to provide a
definition of viscosity type solution, which has the peculiarity to be a purely analytic
object; this will be called a strong-viscosity solution to distinguish it from the clas-
sical notion of viscosity solution. A strong-viscosity solution to a path-dependent
partial differential equation is defined, in a few words, as the pointwise limit of strict
solutions to perturbed equations. We notice that the definition of strong-viscosity
solution is similar in spirit to the vanishing viscosity method, which represents one
of the primitive ideas leading to the conception of the modern definition of viscosity
solution. Moreover, it has also some similarities with the definition of good solution,
which turned out to be equivalent to the definition of L p-viscosity solution for certain
fully nonlinear partial differential equations, see, e.g., [3, 11, 27, 28]. Finally, our
definition is likewise inspired by the notion of strong solution (which justifies the first
word in the name of our solution), as defined for example in [2, 24, 25], even though
strong solutions are required to be more regular (this regularity is usually required
to prove uniqueness of strong solutions, which for example in [24, 25] is based on
a Fukushima-Dirichlet decomposition). Instead, our definition of strong-viscosity
solution to the path-dependent semilinear Kolmogorov equation is not required to
be continuous, as in the spirit of viscosity solutions. The term viscosity in the name
of our solution is also justified by the fact that in the finite dimensional case we
have an equivalence result between the notion of strong-viscosity solution and that
of viscosity solution, see Theorem 3.7 in [8]. We prove a uniqueness theorem for
strong-viscosity solutions using the theory of backward stochastic differential equa-
tions and we provide an existence result. We refer to [10] for more general results
(when the path-dependent equation is not the path-dependent heat equation) and
also for the application of strong-viscosity solutions to standard semilinear parabolic
PDEs.
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The paper is organized as follows. In Sect. 2 we develop functional Itô calculus via
regularization following [9]: after a brief introduction onfinite dimensional stochastic
calculus via regularization in Sect. 2.1, we introduce and study the spaceC ([−T, 0])
in Sect. 2.2; then, we define the pathwise derivatives and we prove the functional
Itô’s formula in Sect. 2.3; in Sect. 2.4, instead, we discuss the relation between func-
tional Itô calculus via regularization and Banach space valued stochastic calculus
for window processes. In Sect. 3, on the other hand, we study path-dependent PDEs
following [10]. More precisely, in Sect. 3.1 we discuss strict solutions; in Sect. 3.2
we present a significant hedging example to motivate the introduction of a weaker
notion of solution; finally, in Sect. 3.3 we provide the definition of strong-viscosity
solution.

2 Functional Itô Calculus: A Regularization Approach

2.1 Background: Finite Dimensional Calculus
via Regularization

The theory of stochastic calculus via regularization has been developed in several
papers, starting from [37, 38]. We recall below only the results used in the present
paper, and we refer to [40] for a survey on the subject. We emphasize that integrands
are allowed to be anticipating. Moreover, the integration theory and calculus appear
to be close to a pure pathwise approach even though there is still a probability space
behind.

Fix a probability space (Ω,F ,P) and T ∈]0,∞[. Let F = (Ft )t∈[0,T ] denote a
filtration satisfying the usual conditions. Let X = (Xt )t∈[0,T ] (resp. Y = (Yt )t∈[0,T ])
be a real continuous (resp. P-a.s. integrable) process. Every real continuous process
X = (Xt )t∈[0,T ] is naturally extended to all t ∈ R setting Xt = X0, t ≤ 0, and
Xt = XT , t ≥ T . We also define a C([−T, 0])-valued process X = (Xt )t∈R, called
the window process associated with X , defined by

Xt := {Xt+x , x ∈ [−T, 0]}, t ∈ R. (2)

This corresponds to the so-called segment process which appears for instance in [43].

Definition 1 Suppose that, for every t ∈ [0, T ], the limit

∫ t

0
Ysd− Xs := lim

ε→0+

∫ t

0
Ys

Xs+ε − Xs

ε
ds, (3)

exists in probability. If the obtained random function admits a continuous modifi-
cation, that process is denoted by

∫ ·
0 Y d− X and called forward integral of Y with

respect to X .
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Definition 2 A family of processes (H (ε)
t )t∈[0,T ] is said to converge to (Ht )t∈[0,T ]

in the ucp sense, if sup0≤t≤T |H (ε)
t − Ht | goes to 0 in probability, as ε → 0+.

Proposition 1 Suppose that the limit (3) exists in the ucp sense. Then, the forward
integral

∫ ·
0 Y d− X of Y with respect to X exists.

Let us introduce the concept of covariation, which is a crucial notion in stochastic
calculus via regularization. Let us suppose that X, Y are continuous processes.

Definition 3 The covariation of X and Y is defined by

[X, Y ]t = [Y, X ]t = lim
ε→0+

1

ε

∫ t

0
(Xs+ε − Xs)(Ys+ε − Ys)ds, t ∈ [0, T ],

if the limit exists in probability for every t ∈ [0, T ], provided that the limiting random
function admits a continuous version (this is the case if the limit holds in the ucp
sense). If X = Y, X is said to be a finite quadratic variation process and we set
[X ] := [X, X ].

The forward integral and the covariation generalize the classical Itô integral and
covariation for semimartingales. In particular, we have the following result, for a
proof we refer to, e.g., [40].

Proposition 2 The following properties hold.

(i) Let S1, S2 be continuous F-semimartingales. Then, [S1, S2] is the classical
bracket [S1, S2] = 〈M1, M2〉, where M1 (resp. M2) is the local martingale
part of S1 (resp. S2).

(ii) Let V be a continuous bounded variation process and Y be a càdlàg process
(or vice-versa); then [V ] = [Y, V ] = 0. Moreover

∫ ·
0 Y d−V = ∫ ·

0 Y dV , is the
Lebesgue-Stieltjes integral.

(iii) If W is a Brownian motion and Y is anF-progressively measurable process such
that

∫ T
0 Y 2

s ds < ∞, P-a.s., then
∫ ·
0 Y d−W exists and equals the Itô integral∫ ·

0 Y dW .

We could have defined the forward integral using limits of non-anticipating Riemann
sums. Another reason to use the regularization procedure is due to the fact that it
extends the Itô integral, as Proposition 2(iii) shows. If the integrand had uncountable
jumps (as Y being the indicator function of the rational number in [0, 1]) then,
the Itô integral

∫ ·
0 Y dW would be zero Y = 0 a.e. The limit of Riemann sums∑

i Yti (Wti+1 − Wti ) would heavily depend on the discretization grid.
We end this crash introduction to finite dimensional stochastic calculus via regu-

larization presenting one of its cornerstones: Itô’s formula. It is awell-known result in
the theory of semimartingales, but it also extends to the framework of finite quadratic
variation processes. For a proof we refer to Theorem 2.1 of [39].
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Theorem 1 Let F : [0, T ] × R −→ R be of class C1,2 ([0, T ] × R) and X =
(Xt )t∈[0,T ] be a real continuous finite quadratic variation process. Then, the follow-
ing Itô’s formula holds, P-a.s.,

F(t, Xt ) = F(0, X0) +
∫ t

0
∂t F(s, Xs)ds +

∫ t

0
∂x F(s, Xs)d

− Xs

+ 1

2

∫ t

0
∂2x x F(s, Xs)d[X ]s, 0 ≤ t ≤ T . (4)

2.1.1 The Deterministic Calculus via Regularization

A useful particular case of finite dimensional stochastic calculus via regularization
arises when Ω is a singleton, i.e., when the calculus becomes deterministic. In addi-
tion, in this deterministic framework we will make use of the definite integral on
an interval [a, b], where a < b are two real numbers. Typically, we will consider
a = −T or a = −t and b = 0.

We start with two conventions. By default, every bounded variation function
f : [a, b] → Rwill be considered as càdlàg.Moreover, given a function f : [a, b] →
R, we will consider the following two extensions of f to the entire real line:

f J (x) :=

⎧⎪⎨
⎪⎩
0, x > b,

f (x), x ∈ [a, b],
f (a), x < a,

f J (x) :=

⎧⎪⎨
⎪⎩

f (b), x > b,

f (x), x ∈ [a, b],
0, x < a,

where J := ]a, b] and J = [a, b[.
Definition 4 Let f, g : [a, b] → R be càdlàg functions.
(i) Suppose that the following limit

∫
[a,b]

g(s)d− f (s) := lim
ε→0+

∫
R

gJ (s)
f J (s + ε) − f J (s)

ε
ds, (5)

exists and it is finite. Then, the obtained quantity is denoted by
∫
[a,b] gd− f and called

(deterministic, definite) forward integral of g with respect to f (on [a, b]).
(ii) Suppose that the following limit

∫
[a,b]

g(s)d+ f (s) := lim
ε→0+

∫
R

gJ (s)
f J (s) − f J (s − ε)

ε
ds, (6)

exists and it is finite. Then, the obtained quantity is denoted by
∫
[a,b] gd+ f and called

(deterministic, definite) backward integral of g with respect to f (on [a, b]).
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The notation concerning this integral is justified since when the integrator f has
bounded variation the previous integrals are Lebesgue-Stieltjes integrals on [a, b].
Proposition 3 Suppose f : [a, b] → R with bounded variation and g : [a, b] → R

càdlàg. Then, we have

∫
[a,b]

g(s)d− f (s) =
∫

[a,b]
g(s−)d f (s) := g(a) f (a) +

∫
]a,b]

g(s−)d f (s), (7)

∫
[a,b]

g(s)d+ f (s) =
∫

[a,b]
g(s)d f (s) := g(a) f (a) +

∫
]a,b]

g(s)d f (s). (8)

Proof Identity (7). We have

∫
R

gJ (s)
f J (s + ε) − f J (s)

ε
ds = 1

ε
g(a)

∫ a

a−ε

f (s + ε)ds

+
∫ b

a
g(s)

f ((s + ε) ∧ b) − f (s)

ε
ds. (9)

The second integral on the right-hand side of (9) gives, by Fubini’s theorem,

∫ b

a
g(s)

(
1

ε

∫
]s,(s+ε)∧b]

d f (y)

)
ds =

∫
]a,b]

(
1

ε

∫
[a∨(y−ε),y]

g(s)ds

)
d f (y)

ε→0+−→
∫

]a,b]
g(y−)d f (y).

The first integral on the right-hand side of (9) goes to g(a) f (a) as ε → 0+, so the
result follows.

Identity (8). We have

∫
R

gJ (s)
f J (s) − f J (s − ε)

ε
ds =

∫ b

a+ε

g(s)
f (s) − f (s − ε)

ε
ds

+ 1

ε

∫ a+ε

a
g(s) f (s)ds. (10)

The second integral on the right-hand side of (10) goes to g(a) f (a) as ε → 0+. The
first one equals

∫ b

a+ε
g(s)

(
1

ε

∫
]s−ε,s]

d f (y)

)
ds =

∫
]a,b]

(
1

ε

∫
]y,(y+ε)∧b]

g(s)ds

)
d f (y)

ε→0+−→
∫
]a,b]

g(y)d f (y),

from which the claim follows. �
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Let us now introduce the deterministic covariation.

Definition 5 Let f, g : [a, b] → R be continuous functions and suppose that 0 ∈
[a, b]. The (deterministic) covariation of f and g (on [a, b]) is defined by

[ f, g] (x) = [g, f ] (x) = lim
ε→0+

1

ε

∫ x

0
( f (s + ε) − f (s))(g(s + ε) − g(s))ds, x ∈ [a, b],

if the limit exists and it is finite for every x ∈ [a, b]. If f = g, we set [ f ] := [ f, f ]
and it is called quadratic variation of f (on [a, b]).

We notice that in Definition 5 the quadratic variation [ f ] is continuous on [a, b],
since f is a continuous function.

Remark 1 Notice that if f is a fixed Brownian path and g(s) = ϕ(s, f (s)), with
ϕ ∈ C1([a, b] × R). Then

∫
[a,b] g(s)d− f (s) exists for almost all (with respect to

the Wiener measure on C([a, b])) Brownian paths f . This latter result can be shown
using Theorem 2.1 in [26] (which implies that the deterministic bracket exists, for
almost all Brownian paths f , and [ f ](s) = s) and then applying Itô’s formula in
Theorem 1 above, with P given by the Dirac delta at a Brownian path f . �

We conclude this subsection with an integration by parts formula for the deter-
ministic forward and backward integrals.

Proposition 4 Let f : [a, b] → R be a càdlàg function and g : [a, b] → R be a
bounded variation function. Then, the following integration by parts formulae hold:

∫
[a,b]

g(s)d− f (s) = g(b) f (b) −
∫

]a,b]
f (s)dg(s), (11)

∫
[a,b]

g(s)d+ f (s) = g(b) f (b−) −
∫

]a,b]
f (s−)dg(s). (12)

Proof Identity (11). The left-hand side of (11) is the limit, when ε → 0+, of

1

ε

∫ b−ε

a
g(s) f (s + ε)ds − 1

ε

∫ b

a
g(s) f (s)ds + 1

ε

∫ b

b−ε
g(s) f (b)ds + 1

ε

∫ a

a−ε
g(a) f (s + ε)ds.

This gives

1

ε

∫ b

a+ε

g(s − ε) f (s)ds − 1

ε

∫ b

a
g(s) f (s)ds + 1

ε

∫ b

b−ε

g(s) f (b)ds + 1

ε

∫ a

a−ε

g(a) f (s + ε)ds

= −
∫ b

a+ε

g(s) − g(s − ε)

ε
f (s)ds − 1

ε

∫ a+ε

a
g(s) f (s)ds + 1

ε

∫ b

b−ε

g(s) f (b)ds

+ 1

ε

∫ a

a−ε

g(a) f (s + ε)ds.
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We see that

1

ε

∫ b

b−ε

g(s) f (b)ds
ε→0+−→ g(b−) f (b),

1

ε

∫ a

a−ε

g(a) f (s + ε)ds − 1

ε

∫ a+ε

a
g(s) f (s)ds

ε→0+−→ 0.

Moreover, we have

−
∫ b

a+ε

g(s) − g(s − ε)

ε
f (s)ds = −

∫ b

a+ε
ds f (s)

1

ε

∫
]s−ε,s]

dg(y)

= −
∫
]a,b]

dg(y)
1

ε

∫ b∧(y+ε)

y∨(a+ε)
f (s)ds

ε→0+−→ −
∫
]a,b[

dg(y) f (y).

In conclusion, we find

∫
[a,b]

g(s)d− f (s) = −
∫

]a,b]
dg(y) f (y) + (g(b) − g(b−)) f (b) + g(b−) f (b)

= −
∫

]a,b]
dg(y) f (y) + g(b) f (b).

Identity (12). The left-hand side of (12) is given by the limit, as ε → 0+, of

1

ε

∫ b

a
g(s) f (s)ds − 1

ε

∫ b

a+ε

g(s) f (s − ε)ds = 1

ε

∫ b

a
g(s) f (s)ds − 1

ε

∫ b−ε

a
g(s + ε) f (s)ds

= −
∫ b−ε

a
f (s)

g(s + ε) − g(s)

ε
ds + 1

ε

∫ b

b−ε

g(s) f (s)ds

The second integral on the right-hand side goes to g(b−) f (b−) as ε → 0+. The first
integral expression equals

−
∫
R

f J (s)
gJ (s + ε) − gJ (s)

ε
ds + 1

ε
f (a)

∫ a

a−ε

g(s + ε)ds +
∫ b

b−ε

f (s)
g(b) − g(s)

ε
ds

ε→0+−→ −
∫

]a,b]
f (s−)dg(s) − f (a)g(a) + f (a)g(a) + (g(b) − g(b−)) f (b−),

taking into account identity (7). This gives us the result. �

2.2 The Spaces C ([−T, 0]) and C ([−T, 0[)

LetC([−T, 0]) denote the set of real continuous functions on [−T, 0], endowedwith
supremum norm ‖η‖∞ = supx∈[−T,0] |η(x)|, for any η ∈ C([−T, 0]).
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Remark 2 We shall develop functional Itô calculus via regularization firstly for time-
independent functionals U : C([−T, 0]) → R, since we aim at emphasizing that in
our framework the time variable and the path play two distinct roles, as emphasized
in the introduction. This, also, allows us to focus only on the definition of horizontal
and vertical derivatives. Clearly, everything can be extended in an obvious way to
the time-dependent case U : [0, T ] × C([−T, 0]) → R, as we shall illustrate later.

�

Consider a mapU : C([−T, 0]) → R. Our aim is to derive a functional Itô’s for-
mula forU . To do this,we are led to define the functional (i.e., horizontal and vertical)
derivatives forU in the spirit of [5, 17]. Since the definition of functional derivatives
necessitates of discontinuous paths, in [5] the idea is to consider functionals defined
on the space of càdlàg trajectories D([−T, 0]). However, we can not, in general,
extend in a unique way a functional U defined on C([−T, 0]) to D([−T, 0]). Our
idea, instead, is to consider a larger space than C([−T, 0]), denoted by C ([−T, 0]),
which is the space of bounded trajectories on [−T, 0], continuous on [−T, 0[ and
with possibly a jump at 0. We endow C ([−T, 0]) with a (inductive) topology such
that C([−T, 0]) is dense in C ([−T, 0]) with respect to this topology. Therefore, if
U is continuous with respect to the topology of C ([−T, 0]), then it admits a unique
continuous extension u : C ([−T, 0]) → R.

Definition 6 We denote by C ([−T, 0]) the set of bounded functions η : [−T, 0]
→ R such that η is continuous on [−T, 0[, equipped with the topology we now
describe.
Convergence We endow C ([−T, 0]) with a topology inducing the following con-
vergence: (ηn)n converges to η in C ([−T, 0]) as n tends to infinity if the following
holds.

(i) ‖ηn‖∞ ≤ C , for any n ∈ N, for some positive constant C independent of n;
(ii) supx∈K |ηn(x) − η(x)| → 0 as n tends to infinity, for any compact set K ⊂

[−T, 0[;
(iii) ηn(0) → η(0) as n tends to infinity.

Topology For each compact K ⊂ [−T, 0[ define the seminorm pK onC ([−T, 0]) by

pK (η) = sup
x∈K

|η(x)| + |η(0)|, ∀ η ∈ C ([−T, 0]).

Let M > 0 and CM ([−T, 0]) be the set of functions in C ([−T, 0]) which are
bounded by M . Still denote pK the restriction of pK to CM ([−T, 0]) and consider
the topology on CM ([−T, 0]) induced by the collection of seminorms (pK )K . Then,
we endow C ([−T, 0]) with the smallest topology (inductive topology) turning all
the inclusions iM : CM ([−T, 0]) → C ([−T, 0]) into continuous maps.
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Remark 3 (i) Notice that C([−T, 0]) is dense in C ([−T, 0]), when endowed with
the topology of C ([−T, 0]). As a matter of fact, let η ∈ C ([−T, 0]) and define, for
any n ∈ N\{0},

ϕn(x) =
{

η(x), −T ≤ x ≤ −1/n,

n(η(0) − η(−1/n))x + η(0), −1/n < x ≤ 0.

Then, we see that ϕn ∈ C([−T, 0]) and ϕn → η in C ([−T, 0]).
Now, for any a ∈ R define

Ca([−T, 0]) := {η ∈ C([−T, 0]) : η(0) = a},
Ca([−T, 0]) := {η ∈ C ([−T, 0]) : η(0) = a}.

Then, Ca([−T, 0]) is dense in Ca([−T, 0]) with respect to the topology of
C ([−T, 0]).
(ii) We provide two examples of functionalsU : C([−T, 0]) → R, continuous with
respect to the topology of C ([−T, 0]), and necessarily with respect to the topology
of C([−T, 0]) (the proof is straightforward and not reported):

(a) U (η) = g(η(t1), . . . , η(tn)), for all η ∈ C([−T, 0]), with −T ≤ t1 < · · · <

tn ≤ 0 and g : Rn → R continuous.
(b) U (η) = ∫

[−T,0] ϕ(x)d−η(x), for all η ∈ C([−T, 0]), with ϕ : [0, T ] → R a
càdlàg bounded variation function. Concerning this example, keep in mind that,
using the integration by parts formula, U (η) admits the representation (11).

(iii) Consider the functional U (η) = supx∈[−T,0] η(x), for all η ∈ C([−T, 0]). It
is obviously continuous, but it is not continuous with respect to the topology of
C ([−T, 0]). As a matter of fact, for any n ∈ N consider ηn ∈ C([−T, 0]) given by

ηn(x) =

⎧⎪⎨
⎪⎩
0, −T ≤ x ≤ − T

2n ,
2n+1

T x + 2, − T
2n < x ≤ − T

2n+1 ,

− 2n+1

T x, − T
2n+1 < x ≤ 0.

Then,U (ηn) = supx∈[−T,0] ηn(x) = 1, for any n. However, ηn converges to the zero
function in C ([−T, 0]), as n tends to infinity. This example will play an important
role in Sect. 3 to justify a weaker notion of solution to the path-dependent semilinear
Kolmogorov equation. �

To define the functional derivatives, we shall need to separate the “past” from the
“present” of η ∈ C ([−T, 0]). Indeed, roughly speaking, the horizontal derivative
calls in the past values of η, namely {η(x) : x ∈ [−T, 0[}, while the vertical derivative
calls in the present value of η, namely η(0). To this end, it is useful to introduce the
space C ([−T, 0[).
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Definition 7 We denote by C ([−T, 0[) the set of bounded continuous functions
γ : [−T, 0[ → R, equipped with the topology we now describe.
Convergence We endow C ([−T, 0[) with a topology inducing the following con-
vergence: (γn)n converges to γ in C ([−T, 0[) as n tends to infinity if:

(i) supx∈[−T,0[ |γn(x)| ≤ C , for any n ∈ N, for some positive constant C indepen-
dent of n;

(ii) supx∈K |γn(x) − γ (x)| → 0 as n tends to infinity, for any compact set K ⊂
[−T, 0[.

Topology For each compact K ⊂ [−T, 0[ define the seminorm qK onC ([−T, 0[) by

qK (γ ) = sup
x∈K

|γ (x)|, ∀ γ ∈ C ([−T, 0[).

Let M > 0 and CM ([−T, 0[) be the set of functions in C ([−T, 0[) which are
bounded by M . Still denote qK the restriction of qK to CM ([−T, 0[) and consider
the topology on CM ([−T, 0[) induced by the collection of seminorms (qK )K . Then,
we endow C ([−T, 0[) with the smallest topology (inductive topology) turning all
the inclusions iM : CM ([−T, 0[) → C ([−T, 0[) into continuous maps.

Remark 4 (i) Notice that C ([−T, 0]) is isomorphic to C ([−T, 0[)×R. As a matter
of fact, it is enough to consider the map

J : C ([−T, 0]) → C ([−T, 0[) × R

η �→ (η|[−T,0[, η(0)).

Observe that J−1 : C ([−T, 0[) × R → C ([−T, 0]) is given by J−1(γ, a) =
γ 1[−T,0[ + a1{0}.
(ii) C ([−T, 0]) is a space which contains C([−T, 0]) as a dense subset and it has the
property of separating “past” from“present”.Another space having the sameproperty
is L2([−T, 0]; dμ) where μ is the sum of the Dirac measure at zero and Lebesgue
measure. Similarly as for item (i), that space is isomorphic to L2([−T, 0]) × R,
which is a very popular space appearing in the analysis of functional dependent (as
delay) equations, starting from [4]. �

For every u : C ([−T, 0]) → R, we can now exploit the space C ([−T, 0[) to
define a map ũ : C ([−T, 0[) × R → R where “past” and “present” are separated.

Definition 8 Let u : C ([−T, 0]) → R and define ũ : C ([−T, 0[) × R → R as

ũ(γ, a) := u(γ 1[−T,0[ + a1{0}), ∀ (γ, a) ∈ C ([−T, 0[) × R. (13)

In particular, we have u(η) = ũ(η|[−T,0[, η(0)), for all η ∈ C ([−T, 0]).
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We conclude this subsection with a characterization of the dual spaces of
C ([−T, 0]) and C ([−T, 0[), which has an independent interest. Firstly, we need
to introduce the setM ([−T, 0]) of finite signed Borel measures on [−T, 0]. We also
denote M0([−T, 0]) ⊂ M ([−T, 0]) the set of measures μ such that μ({0}) = 0.

Proposition 5 Let Λ ∈ C ([−T, 0])∗, the dual space of C ([−T, 0]). Then, there
exists a unique μ ∈ M ([−T, 0]) such that

Λη =
∫

[−T,0]
η(x)μ(dx), ∀ η ∈ C ([−T, 0]).

Proof Let Λ ∈ C ([−T, 0])∗ and define

Λ̃ϕ := Λϕ, ∀ϕ ∈ C([−T, 0]).

Notice that Λ̃ : C([−T, 0]) → R is a continuous functional on the Banach space
C([−T, 0]) endowed with the supremum norm ‖ · ‖∞. Therefore Λ̃ ∈ C([−T, 0])∗
and it follows from Riesz representation theorem (see, e.g., Theorem 6.19 in [36])
that there exists a unique μ ∈ M ([−T, 0]) such that

Λ̃ϕ =
∫

[−T,0]
ϕ(x)μ(dx), ∀ϕ ∈ C([−T, 0]).

Obviously Λ̃ is also continuous with respect to the topology of C ([−T, 0]). Since
C([−T, 0]) is dense in C ([−T, 0]) with respect to the topology of C ([−T, 0]), we
deduce that there exists a unique continuous extension of Λ̃ to C ([−T, 0]), which is
clearly given by

Λη =
∫

[−T,0]
η(x)μ(dx), ∀ η ∈ C ([−T, 0]).

�

Proposition 6 Let Λ ∈ C ([−T, 0[)∗, the dual space of C ([−T, 0[). Then, there
exists a unique μ ∈ M0([−T, 0]) such that

Λγ =
∫

[−T,0[
γ (x)μ(dx), ∀ γ ∈ C ([−T, 0[).

Proof Let Λ ∈ C ([−T, 0[)∗ and define

Λ̃η := Λ(η|[−T,0[), ∀ η ∈ C ([−T, 0]). (14)
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Notice that Λ̃ : C ([−T, 0]) → R is a continuous functional onC ([−T, 0]). It follows
from Proposition 5 that there exists a unique μ ∈ M ([−T, 0]) such that

Λ̃η =
∫
[−T,0]

η(x)μ(dx) =
∫
[−T,0[

η(x)μ(dx) + η(0)μ({0}), ∀ η ∈ C ([−T, 0]).
(15)

Let η1, η2 ∈ C ([−T, 0]) be such that η11[−T,0[ = η21[−T,0[. Then, we see from (14)
that Λ̃η1 = Λ̃η2, which in turn implies from (15) that μ({0}) = 0. In conclusion,
μ ∈ M0([−T, 0]) and Λ is given by

Λγ =
∫

[−T,0[
γ (x)μ(dx), ∀ γ ∈ C ([−T, 0[).

2.3 Functional Derivatives and Functional Itô’s Formula

In the present section we shall prove one of the main result of this section, namely
the functional Itô’s formula for U : C([−T, 0]) → R and, more generally, for
U : [0, T ] × C([−T, 0]) → R. We begin introducing the functional derivatives,
firstly for a functional u : C ([−T, 0]) → R, and then for U : C([−T, 0]) → R.

Definition 9 Consider u : C ([−T, 0]) → R and η ∈ C ([−T, 0]).
(i) We say that u admits the horizontal derivative at η if the following limit exists
and it is finite:

DH u(η) := lim
ε→0+

u(η(·)1[−T,0[ + η(0)1{0}) − u(η(· − ε)1[−T,0[ + η(0)1{0})
ε

.

(16)
(i)’ Let ũ be as in (13), then we say that ũ admits the horizontal derivative at
(γ, a) ∈ C ([−T, 0[) × R if the following limit exists and it is finite:

DH ũ(γ, a) := lim
ε→0+

ũ(γ (·), a) − ũ(γ (· − ε), a)

ε
. (17)

Notice that if DH u(η) exists then DH ũ(η|[−T,0[, η(0)) exists and they are equal;
viceversa, if DH ũ(γ, a) exists then DH u(γ 1[−T,0[+a1{0}) exists and they are equal.
(ii) We say that u admits the first-order vertical derivative at η if the first-order
partial derivative ∂aũ(η|[−T,0[, η(0)) at (η|[−T,0[, η(0)) of ũ with respect to its second
argument exists and we set

DV u(η) := ∂aũ(η|[−T,0[, η(0)).
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(iii) We say that u admits the second-order vertical derivative at η if the second-
order partial derivative at (η|[−T,0[, η(0)) of ũ with respect to its second argument,
denoted by ∂2aaũ(η|[−T,0[, η(0)), exists and we set

DV V u(η) := ∂2aaũ(η|[−T,0[, η(0)).

Definition 10 We say that u : C ([−T, 0]) → R is of class C 1,2(past × present) if

(i) u is continuous;
(ii) DH u exists everywhere on C ([−T, 0]) and for every γ ∈ C ([−T, 0[) the map

(ε, a) �−→ DH ũ(γ (· − ε), a), (ε, a) ∈ [0,∞[×R

is continuous on [0,∞[×R;
(iii) DV u and DV V u exist everywhere on C ([−T, 0]) and are continuous.

Remark 5 Notice that in Definition 10 we still obtain the same class of functions
C 1,2(past × present) if we substitute point (ii) with

(ii’) DH u exists everywhere on C ([−T, 0]) and for every γ ∈ C ([−T, 0[) there
exists δ(γ ) > 0 such that the map

(ε, a) �−→ DH ũ(γ (· − ε), a), (ε, a) ∈ [0,∞[×R (18)

is continuous on [0, δ(γ )[×R.

In particular, if (ii’) holds then we can always take δ(γ ) = ∞ for any γ ∈
C ([−T, 0[), which implies (ii). To prove this last statement, let us proceed by con-
tradiction assuming that

δ∗(γ ) = sup
{
δ(γ ) > 0 : the map (17) is continuous on [0, δ(γ )[×R

}
< ∞.

Notice that δ∗(γ ) is in fact a max, therefore the map (18) is continuous on
[0, δ∗(γ )[×R. Now, define γ̄ (·) := γ (· − δ∗(γ )). Then, by condition (ii’) there
exists δ(γ̄ ) > 0 such that the map

(ε, a) �−→ DH ũ(γ̄ (· − ε), a) = DH ũ(γ (· − ε − δ∗(γ )), a)

is continuous on [0, δ(γ̄ )[×R. This shows that the map (18) is continuous on
[0, δ∗(γ ) + δ(γ̄ )[×R, a contradiction with the definition of δ∗(γ ). �

Wecannowprovide the definition of functional derivatives for amapU : C([−T, 0])
→ R.

Definition 11 Let U : C([−T, 0]) → R and η ∈ C([−T, 0]). Suppose that there
exists a unique extension u : C ([−T, 0]) → R of U (e.g., if U is continuous with
respect to the topology of C ([−T, 0])). Then we define the following concepts.
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(i) The horizontal derivative of U at η as:

DHU (η) := DH u(η).

(ii) The first-order vertical derivative of U at η as:

DVU (η) := DV u(η).

(iii) The second-order vertical derivative of U at η as:

DV VU (η) := DV V u(η).

Definition 12 We say thatU : C([−T, 0]) → R isC1,2(past×present) ifU admits
a (necessarily unique) extension u : C ([−T, 0]) → R of class C 1,2(past× present).

Theorem 2 Let U : C([−T, 0]) → R be of class C1,2(past × present) and
X = (Xt )t∈[0,T ] be a real continuous finite quadratic variation process. Then, the
following functional Itô’s formula holds, P-a.s.,

U (Xt ) = U (X0) +
∫ t

0
DHU (Xs)ds +

∫ t

0
DVU (Xs)d

− Xs + 1

2

∫ t

0
DV VU (Xs)d[X ]s ,

(19)
for all 0 ≤ t ≤ T , where the window process X was defined in (2).

Proof Fix t ∈ [0, T ] and consider the quantity

I0(ε, t) =
∫ t

0

U (Xs+ε) − U (Xs)

ε
ds = 1

ε

∫ t+ε

t
U (Xs)ds − 1

ε

∫ ε

0
U (Xs)ds, ε > 0.

Since the process (U (Xs))s≥0 is continuous, I0(ε, t) converges ucp to U (Xt ) −
U (X0), namely sup0≤t≤T |I0(ε, t)− (U (Xt )−U (X0))| converges to zero in prob-
abilitywhen ε → 0+. On the other hand,we canwrite I0(ε, t) in terms of the function
ũ, defined in (13), as follows

I0(ε, t) =
∫ t

0

ũ(Xs+ε|[−T,0[, Xs+ε) − ũ(Xs|[−T,0[, Xs)

ε
ds.

Now we split I0(ε, t) into the sum of two terms

I1(ε, t) =
∫ t

0

ũ(Xs+ε|[−T,0[, Xs+ε) − ũ(Xs|[−T,0[, Xs+ε)

ε
ds, (20)

I2(ε, t) =
∫ t

0

ũ(Xs|[−T,0[, Xs+ε) − ũ(Xs|[−T,0[, Xs)

ε
ds. (21)
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We begin proving that

I1(ε, t)
ucp−→

ε→0+

∫ t

0
DHU (Xs)ds. (22)

Firstly, fix γ ∈ C ([−T, 0[) and define

φ(ε, a) := ũ(γ (· − ε), a), (ε, a) ∈ [0,∞[×R.

Then, denoting by ∂+
ε φ the right partial derivative of φ with respect to ε and using

formula (17), we find

∂+
ε φ(ε, a) = lim

r→0+
φ(ε + r, a) − φ(ε, a)

r

= − lim
r→0+

ũ(γ (· − ε), a) − ũ(γ (· − ε − r), a)

r

= −DH ũ(γ (· − ε), a), ∀ (ε, a) ∈ [0,∞[×R.

Since u ∈ C 1,2(past×present), we see fromDefinition 10(ii), that ∂+
ε φ is continuous

on [0,∞[×R. It follows from a standard differential calculus result (see for example
Corollary 1.2, Chap. 2, in [32]) that φ is continuously differentiable on [0,∞[×R

with respect to its first argument. Then, for every (ε, a) ∈ [0,∞[×R, from the
fundamental theorem of calculus, we have

φ(ε, a) − φ(0, a) =
∫ ε

0
∂εφ(r, a)dr,

which in terms of ũ reads

ũ(γ (·), a) − ũ(γ (· − ε), a) =
∫ ε

0
DH ũ(γ (· − r), a)dr. (23)

Now, we rewrite, by means of a shift in time, the term I1(ε, t) in (20) as follows:

I1(ε, t) =
∫ t

0

ũ(Xs|[−T,0[, Xs) − ũ(Xs−ε|[−T,0[, Xs)

ε
ds

+
∫ t+ε

t

ũ(Xs|[−T,0[, Xs) − ũ(Xs−ε|[−T,0[, Xs)

ε
ds

−
∫ ε

0

ũ(Xs|[−T,0[, Xs) − ũ(Xs−ε|[−T,0[, Xs)

ε
ds. (24)

Plugging (23) into (24), setting γ = Xs, a = Xs , we obtain
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I1(ε, t) =
∫ t

0

1

ε

( ∫ ε

0
DH ũ(Xs−r |[−T,0[, Xs)dr

)
ds

+
∫ t+ε

t

1

ε

(∫ ε

0
DH ũ(Xs−r |[−T,0[, Xs)dr

)
ds

−
∫ ε

0

1

ε

(∫ ε

0
DH ũ(Xs−r |[−T,0[, Xs)dr

)
ds. (25)

Observe that

∫ t

0

1

ε

(∫ ε

0
DH ũ(Xs−r |[−T,0[, Xs)dr

)
ds

ucp−→
ε→0+

∫ t

0
DH u(Xs)ds.

Similarly, we see that the other two terms in (25) converge ucp to zero. As a conse-
quence, we get (22).

Regarding I2(ε, t) in (21), it can be written, by means of the following standard
Taylor’s expansion for a function f ∈ C2(R):

f (b) = f (a) + f ′(a)(b − a) + 1

2
f ′′(a)(b − a)2

+
∫ 1

0
(1 − α)

(
f ′′(a + α(b − a)) − f ′′(a)

)
(b − a)2dα,

as the sum of the following three terms:

I21(ε, t) =
∫ t

0
∂aũ(Xs|[−T,0[, Xs)

Xs+ε − Xs

ε
ds

I22(ε, t) = 1

2

∫ t

0
∂2aaũ(Xs|[−T,0[, Xs)

(Xs+ε − Xs)
2

ε
ds

I23(ε, t) =
∫ t

0

( ∫ 1

0
(1 − α)

(
∂2aaũ(Xs|[−T,0[, Xs + α(Xs+ε − Xs))

− ∂2aaũ(Xs|[−T,0[, Xs)
) (Xs+ε − Xs)

2

ε
dα

)
ds.

By similar arguments as in Proposition 1.2 of [39], we have

I22(ε, t)
ucp−→

ε→0+
1

2

∫ t

0
∂2aaũ(Xs|[−T,0[, Xs)d[X ]s = 1

2

∫ t

0
DV V u(Xs)d[X ]s .

Regarding I23(ε, t), for every ω ∈ Ω , define ψω : [0, T ] × [0, 1] × [0, 1] → R as

ψω(s, α, ε) := (1 − α)∂2aaũ
(
Xs|[−T,0[(ω), Xs(ω) + α(Xs+ε(ω) − Xs(ω))

)
,
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for all (s, α, ε) ∈ [0, T ] × [0, 1] × [0, 1]. Notice that ψω is uniformly continuous.
Denote ρψω its continuity modulus, then

sup
t∈[0,T ]

|I23(ε, t)| ≤
∫ T

0
ρψω(ε)

(Xs+ε − Xs)
2

ε
ds.

Since X has finite quadratic variation, we deduce that I23(ε, t) → 0 ucp as ε → 0+.
Finally, because of I0(ε, t), I1(ε, t), I22(ε, t), and I23(ε, t) converge ucp, it follows
that the forward integral exists:

I21(ε, t)
ucp−→

ε→0+

∫ t

0
∂aũ(Xs|[−T,0[, Xs)d

− Xs =
∫ t

0
DV u(Xs)d

− Xs,

from which the claim follows.

Remark 6 Notice that, under the hypotheses of Theorem 2, the forward integral∫ t
0 DVU (Xs)d− Xs exists as a ucp limit, which is generally not required. �

Remark 7 The definition of horizontal derivative. Notice that our definition of hor-
izontal derivative differs from that introduced in [17], since it is based on a limit on
the left, while the definition proposed in [17] would conduct to the formula

DH,+u(η) := lim
ε→0+

ũ(η(· + ε)1[−T,0[, η(0)) − ũ(η(·)1[−T,0[, η(0))

ε
. (26)

To give an insight into the difference between (16) and (26), let us consider
a real continuous finite quadratic variation process X with associated window
process X. Then, in the definition (26) of DH,+u(Xt ) we consider the incre-
ment ũ(Xt |[−T,0[(· + ε), Xt ) − ũ(Xt |[−T,0[, Xt ), comparing the present value of
u(Xt ) = ũ(Xt |[−T,0[, Xt ) with an hypothetical future value ũ(Xt |[−T,0[(· + ε), Xt ),
obtained assuming a constant time evolution for X . On the other hand, in our defi-
nition (16) we consider the increment ũ(Xt |[−T,0[, Xt ) − ũ(Xt−ε|[−T,0[, Xt ), where
only the present and past values of X are taken into account, and where we also
extend in a constant way the trajectory of X before time 0. In particular, unlike (26),
since we do not call in the future in our formula (16), we do not have to specify
a future time evolution for X , but only a past evolution before time 0. This differ-
ence between (16) and (26) is crucial for the proof of the functional Itô’s formula.
In particular, the adoption of (26) as definition for the horizontal derivative would
require an additional regularity condition on u in order to prove an Itô formula for
the process t �→ u(Xt ). Indeed, as it can be seen from the proof of Theorem 2, to
prove Itô’s formula we are led to consider the term

I1(ε, t) =
∫ t

0

ũ(Xs+ε|[−T,0[, Xs+ε) − ũ(Xs|[−T,0[, Xs+ε)

ε
ds.
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When adopting definition (26) it is convenient to write I1(ε, t) as the sum of the two
integrals

I11(ε, t) =
∫ t

0

ũ(Xs+ε|[−T,0[, Xs+ε) − ũ(Xs|[−T,0[(· + ε), Xs+ε)

ε
ds,

I12(ε, t) =
∫ t

0

ũ(Xs|[−T,0[(· + ε), Xs+ε) − ũ(Xs|[−T,0[, Xs+ε)

ε
ds.

It can be shown quite easily that, under suitable regularity conditions on u (more
precisely, if u is continuous, DH,+u exists everywhere on C ([−T, 0]), and for every
γ ∈ C ([−T, 0[) the map (ε, a) �−→ DH,+ũ(γ (· + ε), a) is continuous on [0,∞)×
R[, we have

I12(ε, t)
ucp−→

ε→0+

∫ t

0
DH,+u(Xs)ds.

To conclude the proof of Itô’s formula along the same lines as in Theorem 2, we
should prove

I11(ε, t)
ucp−→

ε→0+ 0. (27)

In order to guarantee (27), we need to impose some additional regularity condition
on ũ, and hence on u. As an example, (27) is satisfied if we assume the following
condition on ũ: there exists a constant C > 0 such that, for every ε > 0,

|ũ(γ1, a) − ũ(γ2, a)| ≤ Cε sup
x∈[−ε,0[

|γ1(x) − γ2(x)|,

for all γ1, γ2 ∈ C ([−T, 0[) and a ∈ R, with γ1(x) = γ2(x) for any x ∈ [−T,−ε].
This last condition is verified if, for example, ũ is uniformly Lipschitz continuous
with respect to the L1([−T, 0])-norm onC ([−T, 0[), namely: there exists a constant
C > 0 such that

|ũ(γ1, a) − ũ(γ2, a)| ≤ C
∫

[−T,0[
|γ1(x) − γ2(x)|dx,

for all γ1, γ2 ∈ C ([−T, 0[) and a ∈ R. �

We conclude this subsection providing the functional Itô’s formula for a map
U : [0, T ]×C([−T, 0]) → R depending also on the time variable. Firstly, we notice
that for a map U : [0, T ] × C([−T, 0]) → R (resp. u : [0, T ] × C ([−T, 0]) → R)
the functional derivatives DHU , DVU , and DV VU (resp. DH u, DV u, and DV V u)
are defined in an obviousway as inDefinition 11 (resp.Definition 9).Moreover, given
u : [0, T ] × C ([−T, 0]) → R we can define, as in Definition 8, a map ũ : [0, T ] ×
C ([−T, 0[) × R → R. Then, we can give the following definitions.
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Definition 13 Let I be [0, T [ or [0, T ]. We say that u : I × C ([−T, 0]) → R is of
class C 1,2((I × past) × present) if the properties below hold.

(i) u is continuous;
(ii) ∂t u exists everywhere on I × C ([−T, 0]) and is continuous;
(iii) DH u exists everywhere on I × C ([−T, 0]) and for every γ ∈ C ([−T, 0[) the

map

(t, ε, a) �−→ DH ũ(t, γ (· − ε), a), (t, ε, a) ∈ I × [0,∞[×R

is continuous on I × [0,∞[×R;
(iv) DV u and DV V u exist everywhere on I × C ([−T, 0]) and are continuous.

Definition 14 Let I be [0, T [ or [0, T ]. We say that U : I × C([−T, 0]) → R is
C1,2((I × past) × present) if U admits a (necessarily unique) extension u : I ×
C ([−T, 0]) → R of class C 1,2((I × past) × present).

We can now state the functional Itô’s formula, whose proof is not reported, since
it can be done along the same lines as Theorem 2.

Theorem 3 Let U : [0, T ] × C([−T, 0]) → R be of class C1,2(([0, T ] × past) ×
present) and X = (Xt )t∈[0,T ] be a real continuous finite quadratic variation process.
Then, the following functional Itô’s formula holds, P-a.s.,

U (t,Xt ) = U (0,X0) +
∫ t

0

(
∂tU (s,Xs) + DHU (s,Xs)

)
ds +

∫ t

0
DV U (s,Xs)d

−Xs

+ 1

2

∫ t

0
DV V U (s,Xs)d[X ]s , (28)

for all 0 ≤ t ≤ T .

Remark 8 Notice that, as a particular case, choosing U (t, η) = F(t, η(0)), for any
(t, η) ∈ [0, T ]×C([−T, 0]), with F ∈ C1,2([0, T ]×R), we retrieve the classical Itô
formula for finite quadratic variation processes, i.e. (4). More precisely, in this case
U admits as unique continuous extension the map u : [0, T ] × C ([−T, 0]) → R

given by u(t, η) = F(t, η(0)), for all (t, η) ∈ [0, T ] × C ([−T, 0]). Moreover, we
see that DHU ≡ 0, while DVU = ∂x F and DV VU = ∂2xx F , where ∂x F (resp.
∂2xx F) denotes the first-order (resp. second-order) partial derivative of F with respect
to its second argument. �

2.4 Comparison with Banach Space Valued Calculus
via Regularization

In the present subsection our aim is to make a link between functional Itô calculus, as
derived in this paper, and Banach space valued stochastic calculus via regularization
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for window processes, which has been conceived in [13], see also [12, 14–16] for
more recent developments. More precisely, our purpose is to identify the building
blocks of our functional Itô’s formula (19) with the terms appearing in the Itô formula
derived in Theorem 6.3 and Sect. 7.2 in [12]. While it is expected that the vertical
derivative DVU can be identified with the term Dδ0

dxU of the Fréchet derivative, it is
more difficult to guess to which terms the horizontal derivative DHU corresponds.
To clarify this latter point, in this subsection we derive two formulae which express
DHU in terms of Fréchet derivatives of U .

Let us introduce some useful notations. We denote by BV ([−T, 0]) the set of
càdlàg bounded variation functions on [−T, 0], which is a Banach space when
equipped with the norm

‖η‖BV ([−T,0]) := |η(0)| + ‖η‖Var([−T,0]), η ∈ BV ([−T, 0]),

where ‖η‖Var([−T,0]) = |dη|([−T, 0]) and |dη| is the total variation measure associ-
ated to the measure dη ∈ M ([−T, 0]) generated by η: dη(] − T,−t]) = η(−t) −
η(−T ), t ∈ [−T, 0]. We recall from Sect. 2.1 that we extend η ∈ BV ([−T, 0]) to
all x ∈ R setting η(x) = 0, x < −T , and η(x) = η(0), x ≥ 0. Let us now introduce
some useful facts about tensor products of Banach spaces.

Definition 15 Let (E, ‖ · ‖E ) and (F, ‖ · ‖F ) be two Banach spaces.
(i) We shall denote by E ⊗ F the algebraic tensor product of E and F , defined as
the set of elements of the form v = ∑n

i=1 ei ⊗ fi , for some positive integer n, where
e ∈ E and f ∈ F . The map ⊗: E × F → E ⊗ F is bilinear.
(ii) We endow E ⊗ F with the projective norm π :

π(v) := inf

{ n∑
i=1

‖ei‖E‖ fi‖F : v =
n∑

i=1

ei ⊗ fi

}
, ∀ v ∈ E ⊗ F.

(iii) We denote by E⊗̂π F the Banach space obtained as the completion of E ⊗ F for
the norm π . We shall refer to E⊗̂π F as the tensor product of the Banach spaces
E and F .
(iv) If E and F are Hilbert spaces, we denote E⊗̂h F the Hilbert tensor product,
which is still aHilbert space obtained as the completion of E⊗F for the scalar product
〈e′ ⊗ f ′, e′′ ⊗ f ′′〉 := 〈e′, e′′〉E 〈 f ′, f ′′〉F , for any e′, e′′ ∈ E and f ′, f ′′ ∈ F .

(v) The symbols E⊗̂2
π and e⊗2 denote, respectively, the Banach space E⊗̂π E and

the element e ⊗ e of the algebraic tensor product E ⊗ E .

Remark 9 (i) The projective norm π belongs to the class of the so-called reasonable
crossnorms α on E ⊗ F , verifying α(e ⊗ f ) = ‖e‖E‖ f ‖F .
(ii) We notice, proceeding for example as in [16] (see, in particular, formula (2.1) in
[16]; for more information on this subject we refer to [41]), that the dual (E⊗̂π F)∗ of
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E⊗̂π F is isomorphic to the space of continuous bilinear formsBi(E, F), equipped
with the norm ‖ · ‖E,F defined as

‖Φ‖E,F := sup
e∈E, f ∈F

‖e‖E ,‖ f ‖F ≤1

|Φ(e, f )|, ∀Φ ∈ Bi(E, F).

Moreover, there exists a canonical isomorphism between Bi(E, F) and L(E, F∗),
the space of bounded linear operators from E into F∗. Hence, we have the following
chain of canonical identifications: (E⊗̂π F)∗ ∼= Bi(E, F) ∼= L(E; F∗). �

Definition 16 Let E be a Banach space. We say thatU : E → R is of class C2(E)

if

(i) DU , the first Fréchet derivative of U , belongs to C(E; E∗) and
(ii) D2U , the second Fréchet derivative of U , belongs to C(E; L(E; E∗)).

Remark 10 Take E = C([−T, 0]) in Definition 16.
(i) First Fréchet derivative DU . We have

DU : C([−T, 0]) −→ (C([−T, 0]))∗ ∼= M ([−T, 0]).

For every η ∈ C([−T, 0]), we shall denote DdxU (η) the unique measure in
M ([−T, 0]) such that

DU (η)ϕ =
∫

[−T,0]
ϕ(x)DdxU (η), ∀ϕ ∈ C([−T, 0]).

Notice that M ([−T, 0]) can be represented as the direct sum: M ([−T, 0]) =
M0([−T, 0])⊕D0,wherewe recall thatM0([−T, 0]) is the subset ofM ([−T, 0]) of
measuresμ such thatμ({0}) = 0, insteadD0 (which is a shorthand forD0([−T, 0]))
denotes the one-dimensional space ofmeasureswhich aremultiples of theDiracmea-
sure δ0. For every η ∈ C([−T, 0]) we denote by (D⊥

dxU (η), Dδ0
dxU (η)) the unique

pair inM0([−T, 0]) ⊕ D0 such that

DdxU (η) = D⊥
dxU (η) + Dδ0

dxU (η).

(ii) Second Fréchet derivative D2U . We have

D2U : C([−T, 0]) −→ L(C([−T, 0]); (C([−T, 0]))∗) ∼= Bi(C([−T, 0]), C([−T, 0]))
∼= (C([−T, 0])⊗̂π C([−T, 0]))∗,

where we used the identifications of Remark 9(ii). Let η ∈ C([−T, 0]); a typical
situation arises when there exists Ddx dyU (η) ∈ M ([−T, 0]2) such that D2U (η) ∈
L(C([−T, 0]); (C([−T, 0]))∗) admits the representation
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D2U (η)(ϕ,ψ) =
∫

[−T,0]2
ϕ(x)ψ(y)Ddx dyU (η), ∀ϕ,ψ ∈ C([−T, 0]).

Moreover, Ddx dyU (η) is uniquely determined. �

The definition below was given in [13].

Definition 17 Let E be a Banach space. A Banach subspace (χ, ‖·‖χ ) continuously

injected into (E⊗̂2
π )∗, i.e., ‖ · ‖χ ≥ ‖ · ‖

(E⊗̂2
π )∗ , will be called a Chi-subspace (of

(E⊗̂2
π )∗).

Remark 11 Take E = C([−T, 0]) in Definition 17. As indicated in [13], a typi-

cal example of Chi-subspace of C([−T, 0])⊗̂2
π is M ([−T, 0]2) equipped with the

usual total variation norm, denoted by ‖ · ‖Var. Another important Chi-subspace of

C([−T, 0])⊗̂2
π is the following, which is also a Chi-subspace of M ([−T, 0]2):

χ0 := {
μ ∈ M ([−T, 0]2) : μ(dx, dy) = g1(x, y)dxdy + λ1δ0(dx) ⊗ δ0(dy)

+ g2(x)dx ⊗ λ2δ0(dy) + λ3δ0(dx) ⊗ g3(y)dy + g4(x)δy(dx) ⊗ dy,

g1 ∈ L2([−T, 0]2), g2, g3 ∈ L2([−T, 0]), g4 ∈ L∞([−T, 0]), λ1, λ2, λ3 ∈ R
}
.

Using the notations of Example 3.4 and Remark 3.5 in [16], to which we refer for
more details on this subject, we notice that χ0 is indeed given by the direct sum χ0 =
L2([−T, 0]2) ⊕ (

L2([−T, 0])⊗̂hD0
) ⊕ (

D0⊗̂h L2([−T, 0])) ⊕ D0,0([−T, 0]2) ⊕
Diag([−T, 0]2). In the sequel, we shall refer to the term g4(x)δy(dx) ⊗ dy as the
diagonal component and to g4(x) as the diagonal element of μ. �

We can now state our first representation result for DHU .

Proposition 7 Let U : C([−T, 0]) → R be continuously Fréchet differentiable.
Suppose the following.

(i) For any η ∈ C([−T, 0]) there exists Dac· U (η) ∈ BV ([−T, 0]) such that

D⊥
dxU (η) = Dac

x U (η)dx .

(ii) There exist continuous extensions (necessarily unique)

u : C ([−T, 0]) → R, Dac· u : C ([−T, 0]) → BV ([−T, 0])

of U and Dac· U , respectively.

Then, for any η ∈ C([−T, 0]),

DHU (η) =
∫

[−T,0]
Dac

x U (η)d+η(x), (29)
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where we recall that the previous deterministic integral has been defined in Sect.
2.1.1. In particular, the horizontal derivative DHU (η) and the backward integral
in (29) exist.

Proof Let η ∈ C([−T, 0]), then starting from the left-hand side of (29), using
the definition of DHU (η), we are led to consider the following increment for the
function u:

u(η) − u(η(· − ε)1[−T,0[ + η(0)1{0})
ε

. (30)

We shall expand (30) using a Taylor’s formula. Firstly, notice that, since U is C1

Fréchet on C([−T, 0]), for every η1 ∈ C([−T, 0]), with η1(0) = η(0), from the
fundamental theorem of calculus we have

U (η) − U (η1) =
∫ 1

0

(∫ 0

−T
Dac

x U (η + λ(η1 − η))(η(x) − η1(x))dx

)
dλ.

Recalling fromRemark3 the density ofCη(0)([−T, 0]) inCη(0)([−T, 0])with respect
to the topology of C ([−T, 0]), we deduce the following Taylor’s formula for u:

u(η) − u(η1) =
∫ 1

0

( ∫ 0

−T
Dac

x u(η + λ(η1 − η))(η(x) − η1(x))dx

)
dλ, (31)

for all η1 ∈ Cη(0)([−T, 0]). As a matter of fact, for any δ ∈]0, T/2] let (similarly to
Remark 3(i))

η1,δ(x) :=
{

η1(x), −T ≤ x ≤ −δ,
1
δ
(η1(0) − η1(−δ))x + η1(0), −δ < x ≤ 0

and η1,0 := η1. Then η1,δ ∈ C([−T, 0]), for any δ ∈]0, T/2], and η1,δ → η1 in
C ([−T, 0]), as δ → 0+. Now, define f : [−T, 0]×[0, 1]×[0, T/2] → R as follows

f (x, λ, δ) := Dac
x u(η + λ(η1,δ − η))(η(x) − η1,δ(x)),

for all (x, λ, δ) ∈ [−T, 0] × [0, 1] × [0, T/2]. Now (λ, δ) �→ η + λ(η1,δ − η), is
continuous. Taking into account that Dac· u : C ([−T, 0]) → BV ([−T, 0]) is contin-
uous, hence bounded on compact sets, it follows that f is bounded. Then, it follows
from Lebesgue dominated convergence theorem that
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∫ 1

0

(∫ 0

−T
Dac

x U (η + λ(η1,δ − η))(η(x) − η1,δ(x))dx

)
dλ

=
∫ 1

0

( ∫ 0

−T
f (x, λ, δ)dx

)
dλ

δ→0+−→
∫ 1

0

( ∫ 0

−T
f (x, λ, 0)dx

)
dλ

=
∫ 1

0

( ∫ 0

−T
Dac

x u(η + λ(η1 − η))(η(x) − η1(x))dx

)
dλ,

from which we deduce (31), since U (η1,δ) → u(η1) as δ → 0+. Taking η1(·) =
η(· − ε)1[−T,0[ + η(0)1{0}, we obtain

u(η) − u(η(· − ε)1[−T,0[ + η(0)1{0})
ε

=
∫ 1

0

( ∫ 0

−T
Dac

x u
(
η + λ

(
η(· − ε) − η(·))1[−T,0[

)η(x) − η(x − ε)

ε
dx

)
dλ

= I1(η, ε) + I2(η, ε) + I3(η, ε),

where

I1(η, ε) :=
∫ 1

0

( ∫ 0

−T
η(x)

1

ε

(
Dac

x u
(
η + λ

(
η(· − ε) − η(·))1[−T,0[

)

− Dac
x+εu

(
η + λ

(
η(· − ε) − η(·))1[−T,0[

))
dx

)
dλ,

I2(η, ε) := 1

ε

∫ 1

0

(∫ 0

−ε

η(x)Dac
x+εu

(
η + λ

(
η(· − ε) − η(·))1[−T,0[

)
dx

)
dλ,

I3(η, ε) := −1

ε

∫ 1

0

( ∫ −T

−T −ε

η(x)Dac
x+εu

(
η + λ

(
η(· − ε) − η(·))1[−T,0[

)
dx

)
dλ.

Notice that, since η(x) = 0 for x < −T , we see that I3(η, ε) = 0. Moreover
Dac

x u(·) = Dac
0 u(·), for x ≥ 0, and η+λ(η(·−ε)−η(·))1[−T,0[ → η inC ([−T, 0])

as ε → 0+. Since Dac
x u is continuous from C ([−T, 0]) into BV ([−T, 0]), we have

Dac
0 u(η + λ(η(· − ε) − η(·))1[−T,0[) → Dac

0 u(η) as ε → 0+. Then

1

ε

∫ 0

−ε

η(x)Dac
x+εu

(
η + λ

(
η(· − ε) − η(·))1[−T,0[

)
dx

= 1

ε

∫ 0

−ε

η(x)dx Dac
0 u

(
η + λ

(
η(· − ε) − η(·))1[−T,0[

) ε→0+−→ η(0)Dac
0 u(η).

So I2(η, ε) → η(0)Dac
0 u(η). Finally, concerning I1(η, ε), from Fubini’s theoremwe

obtain (denoting ηε,λ := η + λ(η(· − ε) − η(·))1[−T,0[)
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I1(η, ε) =
∫ 1

0

(∫ 0

−T
η(x)

1

ε

(
Dac

x u(ηε,λ) − Dac
x+εu(ηε,λ)

)
dx

)
dλ

= −
∫ 1

0

(∫ 0

−T
η(x)

1

ε

( ∫
]x,x+ε]

Dac
dyu(ηε,λ)

)
dx

)
dλ

= −
∫ 1

0

(∫
]−T,ε]

1

ε

( ∫ 0∧y

(−T )∨(y−ε)

η(x)dx

)
Dac

dyu(ηε,λ)

)
dλ

= I11(η, ε) + I12(η, ε),

where

I11(η, ε) := −
∫ 1

0

(∫
]−T,ε]

1

ε

( ∫ 0∧y

(−T )∨(y−ε)
η(x)dx

)(
Dac

dyu(ηε,λ) − Dac
dyu(η)

))
dλ,

I12(η, ε) := −
∫ 1

0

(∫
]−T,ε]

1

ε

( ∫ 0∧y

(−T )∨(y−ε)
η(x)dx

)
Dac

dyu(η)

)
dλ

= −
(∫

]−T,ε]
1

ε

(∫ 0∧y

(−T )∨(y−ε)
η(x)dx

)
Dac

dyu(η).

Recalling that Dac
x u(·) = Dac

0 u(·), for x ≥ 0, we see that in I11(η, ε) and I12(η, ε)
the integrals on ]−T, ε] are equal to the same integrals on ]−T, 0], i.e.,

I11(η, ε) = −
∫ 1

0

( ∫
]−T,0]

1

ε

( ∫ 0∧y

(−T )∨(y−ε)
η(x)dx

)(
Dac

dyu(ηε,λ) − Dac
dyu(η)

))
dλ

= −
∫ 1

0

( ∫
]−T,0]

1

ε

( ∫ y

y−ε
η(x)dx

)(
Dac

dyu(ηε,λ) − Dac
dyu(η)

))
dλ,

I12(η, ε) = −
∫
]−T,0]

1

ε

(∫ 0∧y

(−T )∨(y−ε)
η(x)dx

)
Dac

dyu(η)

= −
∫
]−T,0]

1

ε

(∫ y

y−ε
η(x)dx

)
Dac

dyu(η).

Now, observe that

|I11(η, ε)| ≤ ‖η‖∞‖Dac· u(ηε,λ) − Dac· u(η)‖Var([−T,0])
ε→0+−→ 0.

Moreover, since η is continuous at y ∈]−T, 0], we deduce that ∫ y
y−ε

η(x)dx/ε →
η(y) as ε → 0+. Therefore, by Lebesgue’s dominated convergence theorem, we get

I12(η, ε)
ε→0+−→ −

∫
]−T,0]

η(y)Dac
dyu(η).
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So I1(η, ε) → − ∫
]−T,0] η(y)Dac

dyu(η). In conclusion, we have

DHU (η) = η(0)Dac
0 u(η) −

∫
]−T,0]

η(y)Dac
dyu(η).

Notice that we can suppose, without loss of generality, Dac
0−U (η) = Dac

0 U (η).
Then, the above identity gives (29) using the integration by parts formula (12). �

For our second representation result of DHU we need the following generaliza-
tion of the deterministic backward integral when the integrand is a measure.

Definition 18 Let a < b be two reals. Let f : [a, b] → R be a càdlàg function (resp.
càdlàg function with f(a) = 0) and g ∈ M ([−T, 0]). Suppose that the following limit

∫
[a,b]

g(ds)d+ f (s) := lim
ε→0+

∫
[a,b]

g(ds)
f J (s) − f J (s − ε)

ε
(32)

(
resp.

∫
[a,b]

g(ds)d− f (s) := lim
ε→0+

∫
[a,b]

g(ds)
f J (s + ε) − f J (s)

ε

)
(33)

exists and it is finite. Then, the obtained quantity is denoted by
∫
[a,b] gd+ f

(
∫
[a,b] gd− f ) and called (deterministic, definite) backward (resp. forward) inte-

gral of g with respect to f (on [a, b]).
Proposition 8 If g is absolutely continuous with density being càdlàg (still denoted
with g) then Definition 18 is compatible with the one in Definition 4.

Proof Suppose that g(ds) = g(s)ds with g càdlàg.

Identity (32). The right-hand side of (6) gives

∫ b

a
g(s)

f (s) − f (s − ε)

ε
ds,

which is also the right-hand side of (32) in that case.

Identity (33). The right-hand side of (5) gives, since f (a) = 0,

1

ε
g(a)

∫ a

a−ε

f (s + ε)ds +
∫ b

a
g(s)

f J (s + ε) − f J (s)

ε
ds

The first integral goes to zero. The second one equals the right-hand side of
(33). �
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Proposition 9 Let η ∈ C([−T, 0]) be such that the quadratic variation on [−T, 0]
exists. Let U : C([−T, 0]) → R be twice continuously Fréchet differentiable such
that

D2U : C([−T, 0]) −→ χ0 ⊂ (C([−T, 0])⊗̂π C([−T, 0]))∗ continuously with respect to χ0.

Let us also suppose the following.

(i) D2,Diag
x U (η), the diagonal element of the second-order derivative at η, has a

set of discontinuity which has null measure with respect to [η] (in particular, if
it is countable).

(ii) There exist continuous extensions (necessarily unique):

u : C ([−T, 0]) → R, D2
dx dyu : C ([−T, 0]) → χ0

of U and D2
dx dyU , respectively.

(iii) The horizontal derivative DHU (η) exists at η ∈ C([−T, 0]).
Then

DHU (η) =
∫

[−T,0]
D⊥

dxU (η)d+η(x) − 1

2

∫
[−T,0]

D2,Diag
x U (η)d[η](x). (34)

In particular, the backward integral in (34) exists.

Proof Let η ∈ C([−T, 0]). Using the definition of DHU (η) we are led to consider
the following increment for the function u:

u(η) − u(η(· − ε)1[−T,0[ + η(0)1{0})
ε

, (35)

with ε > 0. Our aim is to expand (35) using a Taylor’s formula. To this end, since
U is C2 Fréchet, we begin noting that for every η1 ∈ C([−T, 0]) the following
standard Taylor’s expansion holds:

U (η1) = U (η) +
∫

[−T,0]
DdxU (η)

(
η1(x) − η(x)

)

+ 1

2

∫
[−T,0]2

D2
dx dyU (η)

(
η1(x) − η(x)

)(
η1(y) − η(y)

)

+
∫ 1

0
(1 − λ)

(∫
[−T,0]2

(
D2

dx dyU (η + λ(η1 − η))

− D2
dx dyU (η)

)(
η1(x) − η(x)

)(
η1(y) − η(y)

))
dλ.
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Now, using the density of Cη(0)([−T, 0]) into Cη(0)([−T, 0]) with respect to the
topology of C ([−T, 0]) and proceeding as in the proof of Proposition 7, we deduce
the following Taylor’s formula for u:

u(η) − u(η(· − ε)1[−T,0[ + η(0)1{0})
ε

(36)

=
∫
[−T,0]

D⊥
dxU (η)

η(x) − η(x − ε)

ε

− 1

2

∫
[−T,0]2

D2
dx dyU (η)

(η(x) − η(x − ε))(η(y) − η(y − ε))

ε
1[−T,0[×[−T,0[(x, y)

−
∫ 1

0
(1 − λ)

(∫
[−T,0]2

(
D2

dx dyu(η + λ(η(· − ε) − η(·))1[−T,0[)

− D2
dx dyU (η)

) (η(x) − η(x − ε))(η(y) − η(y − ε))

ε
1[−T,0[×[−T,0[(x, y)

)
dλ.

Recalling the definition of χ0 given in Remark 11, we notice that (due to the presence
of the indicator function 1[−T,0[×[−T,0[)

∫
[−T,0]2

D2
dx dyU (η)

(η(x) − η(x − ε))(η(y) − η(y − ε))

ε
1[−T,0[×[−T,0[(x, y)

=
∫

[−T,0]2
D2,L2

x y U (η)
(η(x) − η(x − ε))(η(y) − η(y − ε))

ε
dxdy

+
∫

[−T,0]
D2,Diag

x U (η)
(η(x) − η(x − ε))2

ε
dx,

where, by hypothesis, the maps η ∈ C ([−T, 0]) �→ D2,L2

x y u(η) ∈ L2([−T, 0]2) and
η ∈ C ([−T, 0]) �→ D2,Diag

x u(η) ∈ L∞([−T, 0]) are continuous. In particular, (36)
becomes

u(η) − u(η(· − ε)1[−T,0[ + η(0)1{0})
ε

= I1(ε) + I2(ε) + I3(ε) + I4(ε) + I5(ε),

(37)
where

I1(ε) :=
∫

[−T,0]
D⊥

dxU (η)
η(x) − η(x − ε)

ε
,

I2(ε) := −1

2

∫
[−T,0]2

D2,L2

x y U (η)
(η(x) − η(x − ε))(η(y) − η(y − ε))

ε
dxdy,

I3(ε) := −1

2

∫
[−T,0]

D2,Diag
x U (η)

(η(x) − η(x − ε))2

ε
dx,
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I4(ε) := −
∫ 1

0
(1 − λ)

(∫
[−T,0]2

(
D2,L2

x y u(η + λ(η(· − ε) − η(·))1[−T,0[)

− D2,L2

x y U (η)
) (η(x) − η(x − ε))(η(y) − η(y − ε))

ε
dx dy

)
dλ,

I5(ε) := −
∫ 1

0
(1 − λ)

(∫
[−T,0]

(
D2,Diag

x u(η + λ(η(· − ε) − η(·))1[−T,0[)

− D2,Diag
x U (η)

) (η(x) − η(x − ε))2

ε
dx

)
dλ.

Firstly, we shall prove that

I2(ε)
ε→0+−→ 0. (38)

To this end, for every ε > 0, we define the operator Tε : L2([−T, 0]2) → R as
follows:

Tε g =
∫

[−T,0]2
g(x, y)

(η(x) − η(x − ε))(η(y) − η(y − ε))

ε
dxdy, ∀ g ∈ L2([−T, 0]2).

Then Tε ∈ L2([−T, 0])∗. Indeed, from Cauchy-Schwarz inequality,

|Tε g| ≤ ‖g‖L2([−T,0]2)

√∫
[−T,0]2

(η(x) − η(x − ε))2(η(y) − η(y − ε))2

ε2
dxdy

= ‖g‖L2([−T,0]2)
∫

[−T,0]
(η(x) − η(x − ε))2

ε
dx

and the latter quantity is bounded with respect to ε since the quadratic variation of
η on [−T, 0] exists. In particular, we have proved that for every g ∈ L2([−T, 0]2)
there exists a constant Mg ≥ 0 such that

sup
0<ε<1

|Tε g| ≤ Mg.

It follows from Banach-Steinhaus theorem that there exists a constant M ≥ 0 such
that

sup
0<ε<1

‖Tε‖L2([−T,0])∗ ≤ M. (39)

Now, let us consider the set S := {g ∈ L2([−T, 0]2) : g(x, y) = e(x) f (y), with
e, f ∈ C1([−T, 0])}, which is dense in L2([−T, 0]2). Let us show that

Tε g
ε→0+−→ 0, ∀ g ∈ S . (40)
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Fix g ∈ S , with g(x, y) = e(x) f (y) for any (x, y) ∈ [−T, 0], then

Tε g = 1

ε

∫
[−T,0]

e(x)
(
η(x) − η(x−ε)

)
dx

∫
[−T,0]

f (y)
(
η(y) − η(y−ε)

)
dy. (41)

We have
∣∣∣∣
∫

[−T,0]
e(x)

(
η(x) − η(x − ε)

)
dx

∣∣∣∣ =
∣∣∣∣
∫

[−T,0]
(
e(x) − e(x + ε)

)
η(x)dx

−
∫

[−T −ε,−T ]
e(x + ε)η(x)dx +

∫
[−ε,0]

e(x + ε)η(x)dx

∣∣∣∣
≤ ε

( ∫
[−T,0]

|ė(x)|dx + 2‖e‖∞
)

‖η‖∞.

Similarly,

∣∣∣∣
∫

[−T,0]
f (y)

(
η(y) − η(y − ε)

)
dy

∣∣∣∣ ≤ ε

( ∫
[−T,0]

| ḟ (y)|dy + 2‖ f ‖∞
)

‖η‖∞.

Therefore, from (41) we find

|Tε g| ≤ ε

( ∫
[−T,0]

|ė(x)|dx + 2‖e‖∞
)( ∫

[−T,0]
| ḟ (y)|dy + 2‖ f ‖∞

)
‖η‖2∞,

which converges to zero as ε goes to zero and therefore (40) is established. This in
turn implies that

Tε g
ε→0+−→ 0, ∀ g ∈ L2([−T, 0]2). (42)

Indeed, fix g ∈ L2([−T, 0]2) and let (gn)n ⊂ S be such that gn → g in
L2([−T, 0]2). Then

|Tε g| ≤ |Tε(g − gn)| + |Tε gn| ≤ ‖Tε‖L2([−T,0]2)∗‖g − gn‖L2([−T,0]2) + |Tε gn|.

From (39) it follows that

|Tε g| ≤ M‖g − gn‖L2([−T,0]2) + |Tε gn|,

which implies lim supε→0+ |Tε g| ≤ M‖g −gn‖L2([−T,0]2). Sending n to infinity, we
deduce (42) and finally (38).

Let us now consider the term I3(ε) in (37). Since the quadratic variation [η] exists,
it follows from Portmanteau’s theorem and hypothesis (i) that
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I3(ε) =
∫

[−T,0]
D2,Diag

x U (η)
(η(x) − η(x − ε))2

ε
dx −→

ε→0+

∫
[−T,0]

D2,Diag
x U (η)d[η](x).

Regarding the term I4(ε) in (37), let φη : [0, 1]2 → L2([−T, 0]2) be given by

φη(ε, λ)(·, ·) = D2,L2

· · u
(
η + λ(η(· − ε) − η(·))1[−T,0[

)
.

By hypothesis, φη is a continuous map, and hence it is uniformly continuous, since
[0, 1]2 is a compact set. Let ρφη denote the continuity modulus of φη, then

∥∥D2,L2

· · u
(
η + λ(η(· − ε) − η(·))1[−T,0[

) − D2,L2

· · U (η)
∥∥

L2([−T,0]2)
= ‖φη(ε, λ) − φη(0, λ)‖L2([−T,0]2) ≤ ρφη(ε).

This implies, by Cauchy-Schwarz inequality,

∣∣∣∣
∫ 1

0
(1 − λ)

(∫
[−T,0]2

(
D2,L2

x y u(η + λ(η(· − ε) − η(·))1[−T,0[)

− D2,L2

x y U (η)
) (η(x) − η(x − ε))(η(y) − η(y − ε))

ε
dxdy

)
dλ

∣∣∣∣
≤

∫ 1

0
(1 − λ)

∥∥D2,L2

· · u(η + λ(η(· − ε) − η(·))1[−T,0])

− D2,L2

· · U (η)
∥∥

L2([−T,0]2)

√∫
[−T,0]2

(η(x) − η(x − ε))2(η(y) − η(y − ε))2

ε2
dxdydλ

≤
∫ 1

0
(1 − λ)ρφη

(ε)

(∫
[−T,0]

(η(x) − η(x − ε))2

ε
dx

)
dλ

= 1

2
ρφη

(ε)

∫
[−T,0]

(η(x) − η(x − ε))2

ε
dx

ε→0+−→ 0.

Finally, we consider the term I5(ε) in (37). Define ψη : [0, 1]2 → L∞([−T, 0]) as
follows:

ψη(ε, λ)(·) = D2,Diag· u
(
η + λ(η(· − ε) − η(·))1[−T,0[

)
.

We see that ψη is uniformly continuous. Let ρψη denote the continuity modulus of
ψη, then

∥∥D2,Diag· u
(
η + λ(η(· − ε) − η(·))1[−T,0[

) − D2,Diag· U (η)
∥∥

L∞([−T,0])
= ‖ψη(ε, λ) − ψη(0, λ)‖L∞([−T,0]) ≤ ρψη(ε).
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Therefore, we have

∣∣∣∣
∫ 1

0
(1 − λ)

(∫
[−T,0]

(
D2,Diag

x u(η + λ(η(· − ε) − η(·))1[−T,0[)

− D2,Diag
x U (η)

) (η(x) − η(x − ε))2

ε
dx

)
dλ

∣∣∣∣
≤

∫ 1

0
(1 − λ)

(∫
[−T,0]

ρψη(ε)
(η(x) − η(x − ε))2

ε
dx

)
dλ

= 1

2
ρψη(ε)

∫
[−T,0]

(η(x) − η(x − ε))2

ε
dx

ε→0+−→ 0.

In conclusion, we have proved that all the integral terms in the right-hand side of
(37), unless I1(ε), admit a limit when ε goes to zero. Since the left-hand side admits
a limit, namely DHU (η), we deduce that the backward integral

I1(ε) =
∫

[−T,0]
D⊥

dxU (η)
η(x) − η(x − ε)

ε

ε→0+−→
∫

[−T,0]
D⊥

dxU (η)d+η(x)

exists and it is finite, which concludes the proof. �

3 Strong-Viscosity Solutions to Path-Dependent PDEs

In the present section we study the semilinear parabolic path-dependent equation

{
∂tU + DHU + 1

2 DV V U + F(t, η,U , DV U ) = 0, ∀ (t, η) ∈ [0, T [×C([−T, 0]),
U (T, η) = H(η), ∀ η ∈ C([−T, 0]).

(43)
We refer to LU = ∂tU + DHU + 1

2 DV VU as the path-dependent heat oper-
ator. The results of this section are generalized in [9, 10], where more general
path-dependent equations will be considered. Here we shall impose the following
assumptions on H and F .

(A) H : C([−T, 0]) → R and F : [0, T ] × C([−T, 0]) × R × R → R are Borel
measurable functions and satisfy, for some positive constants C and m,

|F(t, η, y, z) − F(t, η, y′, z′)| ≤ C(|y − y′| + |z − z′|),
|H(η)| + |F(t, η, 0, 0)| ≤ C

(
1 + ‖η‖m∞

)
,

for all (t, η) ∈ [0, T ] × C([−T, 0]), y, y′ ∈ R, and z, z′ ∈ R.
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3.1 Strict Solutions

In the present subsection, we provide the definition of strict solution to Eq. (43) and
we state an existence and uniqueness result.

Definition 19 A function U : [0, T ] × C([−T, 0]) → R in C1,2(([0, T [×past) ×
present) ∩ C([0, T ]×C([−T, 0])), which solves Eq. (43), is called a strict solution
to (43).

We now introduce some additional notations. Let (Ω,F ,P) be a complete prob-
ability space on which a real Brownian motion W = (Wt )t≥0 is defined. Let
F = (Ft )t≥0 denote the completion of the natural filtration generated by W .

• S
p(t, T ), p ≥ 1, 0 ≤ t ≤ T , the set of real càdlàg F-adapted processes Y =

(Ys)t≤s≤T such that

‖Y‖p
Sp (t,T )

:= E

[
sup

t≤s≤T
|Ys |p

]
< ∞.

• H
p(t, T )d , p ≥ 1, 0 ≤ t ≤ T , the set of Rd -valued predictable processes Z =

(Zs)t≤s≤T such that

‖Z‖p
Hp (t,T )d

:= E

[( ∫ T

t
|Zs |2ds

) p
2
]

< ∞.

We simply write Hp(t, T ) when d = 1.
• A

+,2(t, T ), 0 ≤ t ≤ T , the set of real nondecreasing predictable processes K =
(Ks)t≤s≤T ∈ S

2(t, T ) with Kt = 0, so that

‖K‖2
S2(t,T )

:= E
[|KT |2].

• L
p(t, T ;Rm), p ≥ 1, 0 ≤ t ≤ T , the set of Rm-valued F-predictable processes

φ = (φs)t≤s≤T such that

‖φ‖p
Lp (t,T ;Rm )

:= E

[ ∫ T

t
|φs |pds

]
< ∞.

Definition 20 Let t ∈ [0, T ] and η ∈ C([−T, 0]). Then, we define the stochastic
flow

W
t,η
s (x) =

{
η(x + s − t), −T ≤ x ≤ t − s,

η(0) + Wx+s − Wt , t − s < x ≤ 0,

for any t ≤ s ≤ T .
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Theorem 4 Suppose that Assumption (A) holds. Let U : [0, T ]×C([−T, 0]) → R

be a strict solution to Eq. (43), satisfying the polynomial growth condition

|U (t, η)| ≤ C
(
1 + ‖η‖m∞

)
, ∀ (t, η) ∈ [0, T ] × C([−T, 0]). (44)

for some positive constants C and m. Then, we have

U (t, η) = Y t,η
t , ∀ (t, η) ∈ [0, T ] × C([−T, 0]),

where (Y t,η
s , Zt,η

s )s∈[t,T ] = (U (s,Wt,η
s ), DVU (s,Wt,η

s )1[t,T [(s))s∈[t,T ] ∈ S
2

(t, T ) × H
2(t, T ) is the solution to the backward stochastic differential equation:

P-a.s.,

Y t,η
s = H(W

t,η
T ) +

∫ T

s
F(r,Wt,η

r , Y t,η
r , Zt,η

r )dr −
∫ T

s
Z t,η

r dWr , t ≤ s ≤ T .

In particular, there exists at most one strict solution to Eq. (43).

Proof Fix (t, η) ∈ [0, T [×C([−T, 0]) and set, for all t ≤ s ≤ T ,

Y t,η
s = U (s,Wt,η

s ), Zt,η
s = DVU (s,Wt,η

s )1[t,T [(s).

Then, for any T0 ∈ [t, T [, applying Itô formula (28) to U (s,Wt,η
s ) and using the

fact that U solves Eq. (43), we find, P-a.s.,

Y t,η
s = Y t,η

T0
+

∫ T0

s
F(r,Wt,η

r , Y t,η
r , Zt,η

r )dr−
∫ T0

s
Z t,η

r dWr , t ≤ s ≤ T0. (45)

The claimwould follow if we could pass to the limit in (45) as T0 → T . To do this, we
notice that it follows from Proposition B.1 in [10] that there exists a positive constant
c, depending only on T and the constants C and m appearing in the statement of the
present Theorem 4, such that

E

∫ T0

t
|Zt,η

s |2ds ≤ c‖Y t,η‖2
S2(t,T )

+cE
∫ T

t
|F(r,Wt,η

r , 0, 0)|2dr, ∀ T0 ∈ [t, T [.

We recall that, for any q ≥ 1,

E

[
sup

t≤s≤T
‖Wt,η

s ‖q∞
]

< ∞. (46)

Notice that from (44) and (46) we have ‖Y t,η‖S2(t,T ) < ∞, so that Y ∈ S
2(t, T ).

Then, from the monotone convergence theorem we find
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E

∫ T

t
|Zt,η

s |2ds ≤ c‖Y t,η‖2
S2(t,T )

+ cE
∫ T

t
|F(r,Wt,η

r , 0, 0)|2dr.

Therefore, it follows from the polynomial growth condition of F and (46) that
Z ∈ H

2(t, T ). This implies, using the Lipschitz character of F in (y, z), that
E

∫ T
t |F(r,Wt,η

r , Y t,η
r , Zt,η

r )|2dr < ∞, so that we can pass to the limit in (45) and
we get the claim. �

We conclude this subsection with an existence result for the path-dependent heat
equation, namely for Eq. (43) with F ≡ 0, for which we provide an ad hoc proof.
For more general cases we refer to [9].

Theorem 5 Suppose that Assumption (A) holds. Let F ≡ 0 and H be given by, for
all η ∈ C([−T, 0]), (the deterministic integrals are defined according to Definition
4(i))

H(η) = h

(∫
[−T,0]

ϕ1(x + T )d−η(x), . . . ,

∫
[−T,0]

ϕN (x + T )d−η(x)

)
, (47)

where

• h belongs C2(RN ) and its second order partial derivatives satisfy a polynomial
growth condition,

• ϕ1, . . . , ϕN ∈ C2([0, T ]).
Then, there exists a unique strict solution U to the path-dependent heat Eq. (43),
which is given by

U (t, η) = E
[
H(W

t,η
T )

]
, ∀ (t, η) ∈ [0, T ] × C([−T, 0]).

Proof Let us consider the function U : [0, T ] × C([−T, 0]) → R given by, for all
(t, η) ∈ [0, T ] × C([−T, 0]),

U (t, η) = E
[
H(W

t,η
T )

]

= E

[
h

( ∫
[−t,0]

ϕ1(x + t)d−η(x) +
∫ T

t
ϕ1(s)dWs, . . .

)]

= Ψ

(
t,

∫
[−t,0]

ϕ1(x + t)d−η(x), . . . ,

∫
[−t,0]

ϕN (x + t)d−η(x)

)
,

where

Ψ (t, x1, . . . , xN ) = E

[
h

(
x1 +

∫ T

t
ϕ1(s)dWs, . . . , xN +

∫ T

t
ϕN (s)dWs

)]
,
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for any (t, x1, . . . , xN ) ∈ [0, T ] × R
N . Notice that, for any i, j = 1, . . . , N ,

Dxi Ψ (t, x1, . . . , xN ) = E

[
Dxi h

(
x1 +

∫ T

t
ϕ1(s)dWs , . . . , xN +

∫ T

t
ϕN (s)dWs

)]
,

D2
xi x j

Ψ (t, x1, . . . , xN ) = E

[
D2

xi x j
h

(
x1 +

∫ T

t
ϕ1(s)dWs , . . . , xN +

∫ T

t
ϕN (s)dWs

)]
,

so that Ψ and its first and second spatial derivatives are continuous on [0, T ] ×R
N .

Let us focus on the time derivative ∂tΨ of Ψ . We have, for any δ > 0 such that
t + δ ∈ [0, T ],

Ψ (t + δ, x1, . . . , xN ) − Ψ (t, x1, . . . , xN )

δ

= 1

δ
E

[
h

(
x1 +

∫ T

t+δ

ϕ1(s)dWs, . . .

)
− h

(
x1 +

∫ T

t
ϕ1(s)dWs, . . .

)]
.

Then, using a standard Taylor formula, we find

Ψ (t + δ, x1, . . . , xN ) − Ψ (t, x1, . . . , xN )

δ
(48)

= −1

δ
E

[ ∫ 1

0

N∑
i=1

Dxi h

(
x1 +

∫ T

t
ϕ1(s)dWs − α

∫ t+δ

t
ϕ1(s)dWs , . . .

) ∫ t+δ

t
ϕi (s)dWsdα

]
.

Now, it follows from the integration by parts formula of Malliavin calculus, see, e.g.,
formula (1.42) in [31] (taking into account that Itô integrals are Skorohod integrals),
that, for any i = 1, . . . , N ,

E

[
Dxi h

(
x1 +

∫ T

t
ϕ1(s)

(
1 − α1[t,t+δ](s)

)
dWs , . . .

)∫ t+δ

t
ϕi (s)dWs

]
(49)

= (1 − α)E

[ N∑
j=1

D2
xi x j

h

(
x1 +

∫ T

t
ϕ1(s)

(
1 − α1[t,t+δ](s)

)
dWs , . . .

)∫ t+δ

t
ϕi (s)ϕ j (s)ds

]
.

Then, plugging (49) into (48) and letting δ → 0+, we get (recalling that D2
xi x j

h has
polynomial growth, for any i, j)

∂+
t Ψ (t, x1, . . . , xN ) = −1

2
E

[ N∑
i, j=1

D2
xi x j

h

(
x1+

∫ T

t
ϕ1(s)dWs, . . .

)
ϕi (t)ϕ j (t)

]
,

(50)
for any (t, x1, . . . , xN ) ∈ [0, T [×R

N , where ∂+
t Ψ denotes the right-time derivative

ofΨ . SinceΨ and ∂+
t Ψ are continuous, we deduce that ∂tΨ exists and is continuous

on [0, T [ (see for example Corollary 1.2, Chap. 2, in [32]). Moreover, from the
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representation formula (50) we see that ∂tΨ exists and is continuous up to time T .
Furthermore, from the expression of D2

xi x j
Ψ , we see that

∂tΨ (t, x1, . . . , xN ) = −1

2

N∑
i, j=1

ϕi (t)ϕ j (t)D2
xi x j

Ψ (t, x1, . . . , xN ).

Therefore, Ψ ∈ C1,2([0, T ]×R
N ) and is a classical solution to the Cauchy problem

{
∂tΨ (t, x) + 1

2

∑N
i, j=1 ϕi (t)ϕ j (t)D2

xi x j
Ψ (t, x) = 0, ∀ (t, x) ∈ [0, T [×R

N ,

Ψ (T, x) = h(x), ∀ x ∈ R
N .

(51)
Now we express the derivatives of U in terms of Ψ . We begin noting that, taking
into account Proposition 4, we have

∫
[−t,0]

ϕi (x + t)d−η(x) = η(0)ϕi (t)−
∫ 0

−t
η(x)ϕ̇i (x + t)dx, ∀ η ∈ C([−T, 0]).

This in turn implies thatU is continuous with respect to the topology ofC ([−T, 0]).
Therefore, U admits a unique extension u : C ([−T, 0]) → R, which is given by

u(t, η) = Ψ

(
t,

∫
[−t,0]

ϕ1(x + t)d−η(x), . . . ,

∫
[−t,0]

ϕN (x + t)d−η(x)

)
,

for all (t, η) ∈ [0, T ]×C ([−T, 0]).We also define themap ũ : [0, T ]×C ([−T, 0[)×
R → R as in (13):

ũ(t, γ, a) = u(t, γ 1[−T,0[ + a1{0}) = Ψ

(
t, . . . , aϕi (t) −

∫ 0

−t
γ (x)ϕ̇i (x + t)dx, . . .

)
,

for all (t, γ, a) ∈ [0, T ] × C ([−T, 0[) × R. Let us evaluate the time derivative
∂tU (t, η), for a given (t, η) ∈ [0, T [×C([−T, 0]):

∂tU (t, η) = ∂tΨ

(
t,

∫
[−t,0]

ϕ1(x + t)d−η(x), . . . ,

∫
[−t,0]

ϕN (x + t)d−η(x)

)

+
N∑

i=1

Dxi Ψ

(
t, . . . ,

∫
[−t,0]

ϕi (x + t)d−η(x), . . .

)
∂t

( ∫
[−t,0]

ϕi (x + t)d−η(x)

)
.

Notice that

∂t

(∫
[−t,0]

ϕi (x + t)d−η(x)

)
= ∂t

(
η(0)ϕ(t) −

∫ 0

−t
η(x)ϕ̇i (x + t)dx

)

= η(0)ϕ̇(t) − η(−t)ϕ̇i (0
+) −

∫ 0

−t
η(x)ϕ̈i (x + t)dx .
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Let us proceed with the horizontal derivative. We have

DHU (t, η) = DH u(t, η) = DH ũ(t, η|[−T,0[, η(0))

= lim
ε→0+

ũ(t, η|[−T,0[(·), η(0)) − ũ(t, η|[−T,0[(· − ε), η(0))

ε

= lim
ε→0+

(
1

ε
Ψ

(
t, . . . , η(0)ϕi (t) −

∫ 0

−t
η(x)ϕ̇i (x + t)dx, . . .

)

− 1

ε
Ψ

(
t, . . . , η(0)ϕi (t) −

∫ 0

−t
η(x − ε)ϕ̇i (x + t)dx, . . .

))
.

From the fundamental theorem of calculus, we obtain

1

ε
Ψ

(
t, . . . , η(0)ϕi (t) −

∫ 0

−t
η(x)ϕ̇i (x + t)dx, . . .

)

− 1

ε
Ψ

(
t, . . . , η(0)ϕi (t) −

∫ 0

−t
η(x − ε)ϕ̇i (x + t)dx, . . .

)

= 1

ε

∫ ε

0

N∑
i=1

Dxi Ψ

(
t, . . . , η(0)ϕi (t) −

∫ 0

−t
η(x − y)ϕ̇i (x + t)dx, . . .

)
∂y

(
η(0)ϕi (t)

−
∫ 0

−t
η(x − y)ϕ̇i (x + t)dx

)
dy.

Notice that

∂y

(
η(0)ϕi (t) −

∫ 0

−t
η(x − y)ϕ̇i (x + t)dx

)
= −∂y

(∫ −y

−t−y
η(x)ϕ̇i (x + y + t)dx

)

= −
(

η(−y)ϕ̇i (t) − η(−t − y)ϕ̇i (0
+) +

∫ −y

−t−y
η(x)ϕ̈i (x + y + t)dx

)
.

Therefore

DHU (t, η)

= − lim
ε→0+

1

ε

∫ ε

0

N∑
i=1

Dxi Ψ

(
t, . . . , η(0)ϕi (t) −

∫ 0

−t
η(x − y)ϕ̇i (x + t)dx, . . .

)(
η(−y)ϕ̇i (t)

− η(−t − y)ϕ̇i (0
+) +

∫ −y

−t−y
η(x)ϕ̈i (x + y + t)dx

)
dy

= −
N∑

i=1

Dxi Ψ

(
t, . . . , η(0)ϕi (t) −

∫ 0

−t
η(x)ϕ̇i (x + t)dx, . . .

)(
η(0)ϕ̇(t) − η(−t)ϕ̇i (0

+)

−
∫ 0

−t
η(x)ϕ̈i (x + t)dx

)
.
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Finally, concerning the vertical derivative we have

DVU (t, η) = DV u(t, η) = ∂aũ(t, η1[−T,0[ + η(0)1{0})

=
N∑

i=1

Dxi Ψ

(
t,

∫
[−t,0]

ϕ1(x + t)d−η(x), . . .

)
ϕi (t)

and

DV VU (t, η) = DV V u(t, η) = ∂2aaũ(t, η1[−T,0[ + η(0)1{0})

=
N∑

i, j=1

D2
xi x j

Ψ

(
t,

∫
[−t,0]

ϕ1(x + t)d−η(x), . . .

)
ϕi (t)ϕ j (t).

From the regularity of Ψ it follows that U ∈ C1,2(([0, T ] × past) × present).
Moreover, since Ψ satisfies the Cauchy problem (51), we conclude that ∂tU (t, η)+
DHU (t, η) + 1

2 DV VU (t, η) = 0, for all (t, η) ∈ [0, T [×C([−T, 0]), thereforeU
is a classical solution to the path-dependent heat Eq. (43).

3.2 Towards a Weaker Notion of Solution: A Significant
Hedging Example

In the present subsection, we consider Eq. (43) in the case F ≡ 0. This situa-
tion is particularly interesting, since it arises, for example, in hedging problems of
path-dependent contingent claims. More precisely, consider a real continuous finite
quadratic variation process X on (Ω,F ,P) and denote X the window process asso-
ciated to X . Let us assume that [X ]t = t , for any t ∈ [0, T ]. The hedging problem
that we have in mind is the following: given a contingent claim’s payoff H(XT ), is
it possible to have

H(XT ) = H0 +
∫ T

0
Zt d− Xt , (52)

for some H0 ∈ R and some F-adapted process Z = (Zt )t∈[0,T ] such that Zt =
v(t,Xt ), with v : [0, T ] × C([−T, 0]) → R? When X is a Brownian motion W and∫ T
0 |Zt |2dt < ∞, P-a.s., the previous forward integral is an Itô integral. If H is
regular enough and it is cylindrical in the sense of (47), we know from Theorem 5
that there exists a unique classical solutionU : [0, T ]×C([−T, 0]) → R to Eq. (43).

Then, we see from Itô’s formula (28) that U satisfies, P-a.s.,

U (t,Xt ) = U (0,X0) +
∫ t

0
DVU (s,Xs) d− Xs, 0 ≤ t ≤ T . (53)

In particular, (52) holds with Zt = DVU (t,Xt ), for any t ∈ [0, T ], H0 = U (0,Xt ).
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However, a significant hedging example is the lookback-type payoff

H(η) = sup
x∈[−T,0]

η(x), ∀ η ∈ C([−T, 0]).

We look again for U : [0, T ] × C([−T, 0]) → R which verifies (53), at least for X
being a Brownian motion W . SinceU (t,Wt ) has to be a martingale, a candidate for
U is U (t, η) = E[H(W

t,η
T )], for all (t, η) ∈ [0, T ] × C([−T, 0]). However, this

latter U can be shown not to be regular enough in order to be a classical solution
to Eq. (43), even if it is “virtually” a solution to the path-dependent semilinear Kol-
mogorov equation (43). This will lead us to introduce a weaker notion of solution
to Eq. (43). To characterize the map U , we notice that it admits the probabilistic
representation formula, for all (t, η) ∈ [0, T ] × C([−T, 0]),

U (t, η) = E
[
H(W

t,η
T )

] = E

[
sup

−T ≤x≤0
W

t,η
T (x)

]

= E

[(
sup

−t≤x≤0
η(x)

)
∨

(
sup

t≤x≤T

(
Wx − Wt + η(0)

))]
= f

(
t, sup

−t≤x≤0
η(x), η(0)

)
,

where the function f : [0, T ] × R × R → R is given by

f (t, m, x) = E
[
m ∨ (ST −t + x)

]
, ∀ (t, m, x) ∈ [0, T ] × R × R, (54)

with St = sup0≤s≤t Ws , for all t ∈ [0, T ]. Recalling Remark 3, it follows from the
presence of sup−t≤x≤0 η(x) among the arguments of f , that U is not continuous
with respect to the topology ofC ([−T, 0]), therefore it can not be a classical solution
to Eq. (43). However, we notice that sup−t≤x≤0 η(x) is Lipschitz on (C([−T, 0]), ‖ ·
‖∞), therefore it will follow from Theorem 7 that U is a strong-viscosity solution
to Eq. (43) in the sense of Definition 21. Nevertheless, in this particular case, even
if U is not a classical solution, we shall prove that it is associated to the classical
solution of a certain finite dimensional PDE. To this end, we begin computing an
explicit form for f , for which it is useful to recall the following standard result.

Lemma 1 (Reflection principle) For every a > 0 and t > 0,

P(St ≥ a) = P(|Bt | ≥ a).

In particular, for each t, the random variables St and |Bt | have the same law, whose
density is given by:

ϕt (z) =
√

2

π t
e− z2

2t 1[0,∞[(z), ∀ z ∈ R.
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Proof See Proposition 3.7, Chapter III, in [35]. �

From Lemma 1 it follows that, for all (t, m, x) ∈ [0, T [×R × R,

f (t, m, x) =
∫ ∞

0
m ∨ (z + x) ϕT −t (z)dz =

∫ ∞

0
m ∨ (z + x)

2√
T − t

ϕ
( z√

T − t

)
dz,

where ϕ(z) = exp(z2/2)/
√
2π , z ∈ R, is the standard Gaussian density.

Lemma 2 The function f defined in (54) is given by, for all (t, m, x) ∈ [0, T [×R×
R,

f (t, m, x) = 2m
(
Φ

( m − x√
T − t

)
− 1

2

)
+ 2x

(
1 − Φ

( m − x√
T − t

))
+

√
2(T − t)

π
e− (m−x)2

2(T −t) ,

for x ≤ m, and

f (t, x, m) = x +
√
2(T − t)

π
,

for x > m, where Φ(y) = ∫ y
−∞ ϕ(z)dz, y ∈ R, is the standard Gaussian cumulative

distribution function.

Proof First case: x ≤ m. We have

f (t, m, x) =
∫ m−x

0
m

2√
T − t

ϕ
( z√

T − t

)
dz+

∫ ∞

m−x
(z+x)

2√
T − t

ϕ
( z√

T − t

)
dz. (55)

The first integral on the right-hand side of (55) becomes

∫ m−x

0
m

2√
T − t

ϕ
( z√

T − t

)
dz = 2m

∫ m−x√
T −t

0
ϕ(z)dz = 2m

(
Φ

( m − x√
T − t

)
−1

2

)
,

whereΦ(y) = ∫ y
−∞ ϕ(z)dz, y ∈ R, is the standard Gaussian cumulative distribution

function. Concerning the second integral in (55), we have

∫ ∞

m−x
(z + x)

2√
T − t

ϕ
( z√

T − t

)
dz = 2

√
T − t

∫ ∞
m−x√

T −t

zϕ(z)dz + 2x
∫ ∞

m−x√
T −t

ϕ(z)dz

=
√
2(T − t)

π
e− (m−x)2

2(T −t) + 2x
(
1 − Φ

( m − x√
T − t

))
.
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Second case: x > m. We have

f (t, m, x) =
∫ ∞

0
(z + x)

2√
T − t

ϕ
( z√

T − t

)
dz

= 2
√

T − t
∫ ∞

0
zϕ(z)dz + 2x

∫ ∞

0
ϕ(z)dz =

√
2(T − t)

π
+ x .

We also have the following regularity result regarding the function f .

Lemma 3 The function f defined in (54) is continuous on [0, T ]×R×R, moreover
it is once (resp. twice) continuously differentiable in (t, m) (resp. in x) on [0, T [×Q,
where Q is the closure of the set Q := {(m, x) ∈ R × R : m > x}. In addition, the
following Itô formula holds:

f (t, St , Bt ) = f (0, 0, 0) +
∫ t

0

(
∂t f (s, Ss , Bs) + 1

2
∂2xx f (s, Ss , Bs)

)
ds (56)

+
∫ t

0
∂m f (s, Ss , Bs)d Ss +

∫ t

0
∂x f (s, Ss , Bs)d Bs , 0 ≤ t ≤ T, P-a.s.

Proof The regularity properties of f are deduced from its explicit form derived in
Lemma2, after straightforward calculations. Concerning Itô’s formula (56), the proof
can be done along the same lines as the standard Itô formula. We simply notice that,
in the present case, only the restriction of f to Q is smooth. However, the process
((St , Bt ))t is Q-valued. It is well-known that if Q would be an open set, then Itô’s
formula would hold. In our case, Q is the closure of its interior Q. This latter property
is enough for the validity of Itô’s formula. In particular, the basic tools for the proof
of Itô’s formula are the following Taylor expansions for the function f :

f (t ′, m, x) = f (t, m, x) + ∂t f (t, m, x)(t ′ − t)

+
∫ 1

0
∂t f (t + λ(t ′ − t), m, x)(t ′ − t)dλ,

f (t, m′, x) = f (t, m, x) + ∂m f (t, m, x)(m′ − m)

+
∫ 1

0
∂m f (t, m + λ(m′ − m), x)(m′ − m)dλ,

f (t, m, x ′) = f (t, m, x) + ∂x f (t, m, x)(x ′ − x) + 1

2
∂2xx f (t, m, x)(x ′ − x)2

+
∫ 1

0
(1 − λ)

(
∂2xx f (t, m, x + λ(x ′ − x)) − ∂2xx f (t, m, x)

)
(x ′ − x)2dλ,

for all (t, m, x) ∈ [0, T ] × Q. To prove the above Taylor formulae, note that they
hold on the open set Q, using the regularity of f . Then, we can extend them to the
closure of Q, since f and its derivatives are continuous on Q. Consequently, Itô’s
formula can be proved in the usual way. �
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Even though, as already observed, U does not belong to C1,2(([0, T [×past) ×
present)∩C([0, T ]×C([−T, 0])), so that it can not be a classical solution to Eq. (43),
the function f is a solution to a certain Cauchy problem, as stated in the following
proposition.

Proposition 10 The function f defined in (54) solves the backward heat equation:

{
∂t f (t, m, x) + 1

2∂
2
xx f (t, m, x) = 0, ∀ (t, m, x) ∈ [0, T [×Q,

f (T, m, x) = m, ∀ (m, x) ∈ Q.

Proof We provide two distinct proofs.
Direct proof. Since we know the explicit expression of f , we can derive the form

of ∂t f and ∂2xx f by direct calculations:

∂t f (t, m, x) = − 1√
T − t

ϕ
( m − x√

T − t

)
, ∂2xx f (t, m, x) = 2√

T − t
ϕ
( m − x√

T − t

)
,

for all (t, m, x) ∈ [0, T [×Q, from which the claim follows.
Probabilistic proof. By definition, the process ( f (t, St , Bt ))t∈[0,T ] is given by:

f (t, St , Bt ) = E
[
ST

∣∣Ft
]
,

so that it is a uniformly integrable F-martingale. Then, it follows from Itô’s formula
(56) that

∫ t

0

(
∂t f (s, Ss, Bs) + 1

2
∂2xx f (s, Ss, Bs)

)
ds +

∫ t

0
∂m f (s, Ss, Bs)d Ss = 0,

for all 0 ≤ t ≤ T , P-almost surely. As a consequence, the claim follows if we prove
that ∫ t

0
∂m f (s, Ss, Bs)d Ss = 0. (57)

By direct calculation, we have

∂m f (t, m, x) = 2Φ
( m − x√

T − t

)
− 1, ∀(t, m, x) ∈ [0, T [×Q.

Therefore, (57) becomes

∫ t

0

(
2Φ

(
Ss − Bs√

T − s

)
− 1

)
d Ss = 0. (58)
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Nowweobserve that the local time of Ss−Bs is equal to 2Ss , seeExercise 2.14 in [35].
It follows that the measure d Ss is carried by {s : Ss − Bs = 0}. This in turn implies
the validity of (58), since the integrand in (58) is zero on the set {s : Ss − Bs = 0}.
�

3.3 Strong-Viscosity Solutions

Motivated by previous subsection and following [10], we now introduce a concept of
weak (viscosity type) solution for the path-dependent Eq. (43), which we call strong-
viscosity solution to distinguish it from the classical notion of viscosity solution.

Definition 21 A functionU : [0, T ] × C([−T, 0]) → R is called strong-viscosity
solution to Eq. (43) if there exists a sequence (Un, Hn, Fn)n of Borel measurable
functions Un : [0, T ] × C([−T, 0]) → R, Hn : C([−T, 0]) → R, Fn : [0, T ] ×
C([−T, 0]) × R × R → R, satisfying the following.

(i) For all t ∈ [0, T ], the functionsUn(t, ·), Hn(·), Fn(t, ·, ·, ·) are equicontinuous
on compact sets and, for some positive constants C and m,

|Fn(t, η, y, z) − Fn(t, η, y′, z′)| ≤ C(|y − y′| + |z − z′|),
|Un(t, η)| + |Hn(η)| + |Fn(t, η, 0, 0)| ≤ C

(
1 + ‖η‖m∞

)
,

for all (t, η) ∈ [0, T ] × C([−T, 0]), y, y′ ∈ R, and z, z′ ∈ R.
(ii) Un is a strict solution to

{
∂tUn + DHUn + 1

2 DV V Un + Fn(t, η,Un, DV Un) = 0, ∀ (t, η) ∈ [0, T [×C([−T, 0]),
Un(T, η) = Hn(η), ∀ η ∈ C([−T, 0]).

(iii) (Un, Hn, Fn) converges pointwise to (U , H, F) as n tends to infinity.

Remark 12 (i)Notice that in [8],Definition 3.4, instead of the equicontinuity on com-
pact sets we supposed the local equicontinuity, i.e., the equicontinuity on bounded
sets (see Definition 3.3 in [8]). This latter condition is stronger when U (as well as
the other coefficients) is defined on a non-locally compact topological space, as for
example [0, T ] × C([−T, 0]).
(ii) We observe that, for every t ∈ [0, T ], the equicontinuity on compact sets of
(Un(t, ·))n together with its pointwise convergence toU (t, ·) is equivalent to requir-
ing the uniform convergence on compact sets of (Un(t, ·))n to U (t, ·). The same
remark applies to (Hn(·))n and (Fn(t, ·, ·, ·))n , t ∈ [0, T ]. �

The following uniqueness result for strong-viscosity solution holds.
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Theorem 6 Suppose that Assumption (A) holds. Let U : [0, T ]×C([−T, 0]) → R

be a strong-viscosity solution to Eq. (43). Then, we have

U (t, η) = Y t,η
t , ∀ (t, η) ∈ [0, T ] × C([−T, 0]),

where (Y t,η
s , Zt,η

s )s∈[t,T ] ∈ S
2(t, T )×H

2(t, T ), with Y t,η
s = U (s,Wt,η

s ), solves the
backward stochastic differential equation, P-a.s.,

Y t,η
s = H(W

t,η
T ) +

∫ T

s
F(r,Wt,η

r , Y t,η
r , Zt,η

r )dr −
∫ T

s
Z t,η

r dWr , t ≤ s ≤ T .

In particular, there exists at most one strong-viscosity solution to Eq. (43).

Proof Consider a sequence (Un, Hn, Fn)n satisfying conditions (i)-(iii) of Definition
21. For every n ∈ N and any (t, η) ∈ [0, T ] × C([−T, 0]), we know from Theorem
4 that (Y n,t,η

s , Zn,t,η
s )s∈[t,T ] = (Un(s,Wt,η

s ), DVUn(s,W
t,η
s ))s∈[t,T ] ∈ S

2(t, T ) ×
H

2(t, T ) is the solution to the backward stochastic differential equation, P-a.s.,

Y n,t,η
s = Hn(W

t,η
T ) +

∫ T

s
Fn(r,Wt,η

r , Y n,t,η
r , Zn,t,η

r )dr −
∫ T

s
Zn,t,η

r dWr , t ≤ s ≤ T .

Our aim is to pass to the limit in the above equation as n → ∞, using Theorem C.1
in [10]. From the polynomial growth condition of (Un)n and estimate (46), we see
that

sup
n

‖Y n,t,η‖Sp(t,T ) < ∞, for any p ≥ 1.

This implies, using standard estimates for backward stochastic differential equations
(see, e.g., Proposition B.1 in [10]) and the polynomial growth condition of (Fn)n ,
that

sup
n

‖Zn,t,η‖H2(t,T ) < ∞.

Let Y t,η
s = U (s,Wt,η

s ), for any s ∈ [t, T ]. Then, we see that all the requirements of
Theorem C.1 in [10] follow by assumptions and estimate (46), so the claim follows.

�

We now prove an existence result for strong-viscosity solutions to the path-
dependent heat equation, namely to Eq. (43) in the case F ≡ 0. To this end, we
need the following stability result for strong-viscosity solutions.

Lemma 4 Let (Un,k, Hn,k, Fn,k)n,k , (Un, Hn, Fn)n, (U , H, F) be Borel measur-
able functions such that the properties below hold.

(i) For all t ∈ [0, T ], the functions Un,k(t, ·), Hn,k(·), and Fn,k(t, ·, ·, ·), n, k ∈ N,
are equicontinuous on compact sets and, for some positive constants C and m,
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|Fn,k(t, η, y, z) − Fn,k(t, η, y′, z′)| ≤ C(|y − y′| + |z − z′|),
|Un,k(t, η)| + |Hn,k(η)| + |Fn,k(t, η, 0, 0)| ≤ C

(
1 + ‖η‖m∞

)
,

for all (t, η) ∈ [0, T ] × C([−T, 0]), y, y′ ∈ R, and z, z′ ∈ R.
(ii) Un,k is a strict solution to

⎧⎪⎨
⎪⎩

∂tUn,k + DHUn,k + 1
2 DV VUn,k

+ Fn,k(t, η,Un,k, DVUn,k) = 0, ∀ (t, η) ∈ [0, T [×C([−T, 0]),
Un,k(T, η) = Hn,k(η), ∀ η ∈ C([−T, 0]).

(iii) (Un,k, Hn,k, Fn,k) converges pointwise to (Un, Hn, Fn) as k tends to infinity.
(iv) (Un, Hn, Fn) converges pointwise to (U , H, F) as n tends to infinity.

Then, there exists a subsequence (Un,kn , Hn,kn , Fn,kn )n which converges pointwise
to (U , H, F) as n tends to infinity. In particular, U is a strong-viscosity solution to
Eq. (43).

Proof See Lemma 3.4 in [8] or Lemma 3.1 in [10]. We remark that in [8] a slightly
different definition of strong-viscosity solutionwas used, see Remark 12(i); however,
proceeding along the same lines we can prove the present result.

Theorem 7 Suppose that Assumption (A) holds. Let F ≡ 0 and H be continuous.
Then, there exists a unique strong-viscosity solution U to the path-dependent heat
Eq. (43), which is given by

U (t, η) = E
[
H(W

t,η
T )

]
, ∀ (t, η) ∈ [0, T ] × C([−T, 0]).

Proof Let (ei )i≥0 be the orthonormal basis of L2([−T, 0]) composed by the func-
tions

e0 = 1√
T

, e2i−1(x) =
√

2

T
sin

(
2π

T
(x + T )i

)
, e2i (x) =

√
2

T
cos

(
2π

T
(x + T )i

)
,

for all i ∈ N\{0}. Let us define the linear operatorΛ : C([−T, 0]) → C([−T, 0]) by

(Λη)(x) = η(0) − η(−T )

T
x, x ∈ [−T, 0], η ∈ C([−T, 0]).

Notice that (η − Λη)(−T ) = (η − Λη)(0), therefore η − Λη can be extended to the
entire real line in a periodic way with period T , so that we can expand it in Fourier
series. In particular, for each n ∈ N and η ∈ C([−T, 0]), consider the Fourier partial
sum

sn(η − Λη) =
n∑

i=0

(ηi − (Λη)i )ei , ∀ η ∈ C([−T, 0]), (59)
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where (denoting ẽi (x) = ∫ x
−T ei (y)dy, for any x ∈ [−T, 0]), by Proposition 4,

ηi =
∫ 0

−T
η(x)ei (x)dx = η(0)ẽi (0) −

∫
[−T,0]

ẽi (x)d−η(x)

=
∫

[−T,0]
(ẽi (0) − ẽi (x))d−η(x), (60)

since η(0) = ∫
[−T,0] d−η(x). Moreover we have

(Λη)i =
∫ 0

−T
(Λη)(x)ei (x)dx = 1

T

∫ 0

−T
xei (x)dx

( ∫
[−T,0]

d−η(x) − η(−T )

)
.

(61)

Define

σn = s0 + s1 + · · · + sn

n + 1
.

Then, by (59),

σn(η − Λη) =
n∑

i=0

n + 1 − i

n + 1
(ηi − (Λη)i )ei , ∀ η ∈ C([−T, 0]).

We know from Fejér’s theorem on Fourier series (see, e.g., Theorem 3.4, Chapter
III, in [44]) that, for any η ∈ C([−T, 0]), σn(η − Λη) → η − Λη uniformly on
[−T, 0], as n tends to infinity, and ‖σn(η −Λη)‖∞ ≤ ‖η −Λη‖∞. Let us define the
linear operator Tn : C([−T, 0]) → C([−T, 0]) by (denoting e−1(x) = x , for any
x ∈ [−T, 0])

Tnη = σn(η − Λη) + Λη =
n∑

i=0

n + 1 − i

n + 1
(ηi − (Λη)i )ei + η(0) − η(−T )

T
e−1

=
n∑

i=0

n + 1 − i

n + 1
xi ei + x−1e−1, (62)

where, using (60) and (61),

x−1 =
∫

[−T,0]
1

T
d−η(x) − 1

T
η(−T ),

xi =
∫

[−T,0]

(
ẽi (0) − ẽi (x) − 1

T

∫ 0

−T
xei (x)dx

)
d−η(x) + 1

T

∫ 0

−T
xei (x)dx η(−T ),
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for i = 0, . . . , n. Then, for any η ∈ C([−T, 0]), Tnη → η uniformly on [−T, 0], as
n tends to infinity. Furthermore, there exists a positive constant M such that

‖Tnη‖∞ ≤ M‖η‖∞, ∀ n ∈ N, ∀ η ∈ C([−T, 0]). (63)

In particular, the family of linear operators (Tn)n is equicontinuous. Now, let us
define H̄n : C([−T, 0]) → R as follows

H̄n(η) = H(Tnη), ∀ η ∈ C([−T, 0]).

We see from (63) that the family (H̄n)n is equicontinuous on compact sets.Moreover,
from the polynomial growth condition of H and (63) we have

|H̄n(η)| ≤ C(1+‖Tnη‖m∞) ≤ C(1+ Mm‖η‖m∞), ∀ n ∈ N, ∀ η ∈ C([−T, 0]).
Now, we observe that since {e−1, e0, e1, . . . , en} are linearly independent, then
we see from (62) that Tnη is completely characterized by the coefficients of
e−1, e0, e1, . . . , en . Therefore, the function h̄n : Rn+2 → R given by

h̄n(x−1, . . . , xn) = H̄n(η) = H

( n∑
i=0

n + 1 − i

n + 1
xi ei + x−1e−1

)
, ∀ (x−1, . . . , xn) ∈ R

n+2,

completely characterizes H̄n . Moreover, fix η ∈ C([−T, 0]) and consider the cor-
responding coefficients x−1, . . . , xn with respect to {e−1, . . . , en} in the expression
(62) of Tnη. Set

ϕ−1(x) = 1

T
, ϕi (x) = ẽi (0) − ẽi (x − T ) − 1

T

∫ 0

−T
xei (x)dx, x ∈ [0, T ],

a−1 = − 1

T
, ai = 1

T

∫ 0

−T
xei (x)dx .

Notice that ϕ−1, . . . , ϕn ∈ C∞([0, T ]). Then, we have

H̄n(η) = h̄n

(∫
[−T,0]

ϕ−1(x + T )d−η(x)+a−1η(−T ), . . . ,

∫
[−T,0]

ϕn(x + T )d−η(x) + anη(−T )

)
.

Let φ(x) = c exp(1/(x2 − T 2))1[0,T [(x), x ≥ 0, with c > 0 such that
∫ ∞
0 φ(x)

dx = 1. Define, for any ε > 0, φε(x) = φ(x/ε)/ε, x ≥ 0. Notice that φε ∈
C∞([0,∞[) and (denoting φ̃ε(x) = ∫ x

0 φε(y)dy, for any x ≥ 0),

∫ 0

−T
η(x)φε(x + T )dx = η(0)φ̃ε(T ) −

∫
[−T,0]

φ̃ε(x + T )d−η(x)

=
∫

[−T,0]
(
φ̃ε(T ) − φ̃ε(x + T )

)
d−η(x).
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Therefore

lim
ε→0+

∫
[−T,0]

(
φ̃ε(T ) − φ̃ε(x + T )

)
d−η(x) = lim

ε→0+

∫ 0

−T
η(x)φε(x + T )dx = η(−T ).

For this reason, we introduce the function Hn : C([−T, 0]) → R given by

Hn(η) = h̄n

(
. . . ,

∫
[−T,0]

ϕi (x + T )d−η(x) + ai

∫
[−T,0]

(
φ̃n(T ) − φ̃n(x + T )

)
d−η(x), . . .

)
.

Now, for any n ∈ N, let (hn,k)k∈N be a locally equicontinuous sequence of
C2(Rn+2;R) functions, uniformly polynomially bounded, such that hn,k converges
pointwise to hn , as k tends to infinity. Define Hn,k : C([−T, 0]) → R as follows:

Hn,k(η) = hn,k

(
. . . ,

∫
[−T,0]

ϕi (x + T )d−η(x) + ai

∫
[−T,0]

(
φ̃n(T ) − φ̃n(x + T )

)
d−η(x), . . .

)
.

Then, we know from Theorem 5 that the function Un,k : [0, T ] × C([−T, 0]) → R

given by

Un,k(t, η) = E
[
Hn,k(W

t,η
T )

]
, ∀ (t, η) ∈ [0, T ] × C([−T, 0])

is a classical solution to the path-dependent heat Eq. (43). Moreover, the family
(Un,k)n,ε,k is equicontinuous on compact sets and uniformly polynomially bounded.
Then, using the stability result Lemma 4, it follows that U is a strong-viscosity
solution to the path-dependent heat Eq. (43). �
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