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Abstract

RNA-binding proteins are involved in many important reg-
ulatory processes in cells and their study is essential for a
complete understanding of living organisms. They show a
large variability from both structural and functional points of
view. However, several recent studies performed on protein-
RNA crystal structures have revealed interesting common
properties. RNA-binding sites usually constitute patches of
positively charged or polar residues that make most of the
specific and non-specific contacts with RNA. Negatively
charged or aliphatic residues are less frequent at protein-
RNA interfaces, although they can also be found either form-
ing aliphatic and positive-negative pairs in protein RNA-
binding sites or contacting RNA through their main chains.
Aromatic residues found within these interfaces are usually
involved in specific base recognition at RNA single-strand
regions. This specific recognition, in combination with struc-
tural complementarity, represents the key source for speci-
ficity in protein-RNA association. From all this knowledge,
a variety of computational methods for prediction of RNA-
binding sites have been developed based either on protein
sequence or on protein structure. Some reported methods are
really successful in the identification of RNA-binding pro-
teins or the prediction of RNA-binding sites. Given the grow-
ing interest in the field, all these studies and prediction
methods will undoubtedly contribute to the identification and
comprehension of protein-RNA interactions.

Keywords: computer prediction methods; interface
propensities; protein-RNA interactions; RNA-binding
protein; RNA-binding site.

Introduction

RNA-binding proteins (RBPs) play a crucial role in eukary-
otic cells. They are involved in a diversity of processes with-
in the gene expression pathways, by regulating the biogen-
esis, stability, transport, localization and function of RNAs
(1-7). Furthermore, RBPs constitute a key target for medical
and pharmaceutical purposes, especially considering that
protein-RNA interactions are frequently involved in viral
recognition and replication.

There are two main binding modes found in RBPs: (i) a
secondary structure element binds into an RNA helix groove,
and (ii) a (-sheet surface binds specifically to a single-
stranded RNA (ssRNA) region (8). However, within each of
these binding modes, there is a great diversity of interactions.
It is supposed that the ability of RNAs to adopt alternative
structures in combination to the relative resistance of nucle-
otides to mutation could have facilitated the evolution of new
RNA-protein interactions (9). In fact, approximately 1500
human proteins are estimated to interact with RNA (5), con-
sidering that probably many RBPs have not yet been iden-
tified, based on the high number of proteins that remain
without functional annotation.

In spite of this, since the first protein-RNA structure was
characterized by Steitz and co-workers in 1989 (10), the
growing awareness for the importance of RNA in the context
of protein-RNA interactions, together with the publication of
the 50S and 30S ribosome subunits in 2000 (11, 12), have
increased the volume of structural data on this type of com-
plexes. Some RNA-binding domains have already been well
characterized (7, 13-22), although the number of high-res-
olution structures of protein-RNA complexes is still some-
what poor in comparison to that of other biomolecules. Some
studies based on the available structural data of real protein-
RNA interfaces have propelled the raising of general themes
regarding the nature and mechanism of protein-RNA recog-
nition. At the same time, all these data have also been used
to develop different computational methods to predict new
RBPs and RNA-binding sites and therefore to contribute to
the protein-RNA identification and comprehension process.

In this review, we summarize the conclusions extracted
from recent studies on RNA-binding sites and discuss the
efficiency of many computational methods for the identifi-
cation of RBPs and the prediction of RNA-binding sites on
proteins, either using protein sequences or protein structures
as prediction inputs.

Physicochemical properties of RNA-binding
sites

Size of protein-RNA interfaces

In general, protein-RNA interfaces are larger than transient
protein-protein interfaces, but smaller than permanent pro-
tein-protein interfaces or protein-DNA ones. However,
owing to the variability of RNA secondary structure, a wide
range of protein-RNA interface sizes can be found depending
on the RNA type (23-27). Furthermore, even within the
same RNA type the interface size can largely vary (24). For
instance, protein-RNA complexes involved in protein syn-
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thesis (basically tRNA/rRNA-protein complexes) have rather
large interfaces (24, 25, 27), comparable to those in protein-
DNA complexes as well as to homodimeric proteins (per-
manent assemblies) (24). By contrast, small protein-RNA
interfaces, with similar size to those found in protein-protein
transient interactions, can bind all types of RNA (25).
Indeed, most of the protein-ssRNA complexes are included
in this category (23). The large range of size values in pro-
tein-RNA interfaces is a reflection of the high structural var-
iability that can be observed in protein-RNA complexes,
which underlines the importance of the structural features in
the RNA recognition process.

Amino acid composition at RNA-binding sites

The increasing number of available high-resolution structures
of protein-RNA complexes has propelled the study of the
evolutionary tendencies of protein residues to be involved in
RNA-binding. From the different reported statistical analyses
(Table 1) (23-32), it is possible to find general trends. All
the reported studies found that the most preferred residues
for RNA-binding are Arg, which is consistent with the high
variety of RBPs containing the Arginine-rich RNA binding
motif (9), as well as Lys. Other frequent residues in protein-
RNA interfaces are His, Asn, Tyr and Ser. Regarding disfa-
vored residues, most of the studies found the negatively
charged residues Glu and Asp, as well as the aliphatic resi-
dues Ala, Val, Leu and Ile and Cys, as clearly not favored
at RNA-binding sites. However, some clear inconsistencies
were also observed as a result of the different size and com-
position of the data sets used to derive the propensities (23,
33). Aromatic residues gave the most inconsistent results.
Among them, Phe was found as a preferred residue in three
studies, but was disfavored in another three. Similarly, three
studies found the Trp residue as favored, whereas another
one found it as unfavorable. Interestingly, the study based on
the largest data set reported different propensity values for
aromatic residues when double-stranded RNA (dsRNA) and
ssSRNA complexes were considered separately, with aromatic
residues significantly favored in ssRNA complexes (23).
This was also reflected in another report, in which Phe and
Tyr were favored from a data set where most of the protein-
RNA complexes were of [B-sheet type (B-sheet surface is
known to specifically to bind a ssRNA region) (8). Thus,
aromatic residues are expected to be more favored in com-
plexes with mRNA, tRNA and vRNA, which have larger
sections of sSRNA in comparison to those in rRNA (31). In
addition, aromatic propensities are also more susceptible to
depend on the definition of the propensity calculation. The
propensity for a given residue is calculated as the observed
frequency, computed from the relative residue composition
of the protein-RNA interfaces, divided by the expected fre-
quency, usually computed from the relative residue compo-
sition of protein surfaces. However, in the few studies in
which Phe was found to be disfavored, the expected fre-
quencies were computed based on the composition of the
global protein sequences (29, 30, 32), which include buried
residues and thus are more enriched in aromatic residues than
the protein surfaces.

In general, these analyses indicate that aromatic residues
seem to play an important role in the specific RNA recog-
nition at single-stranded regions. A special scenario was
found for the Tyr residue, which was mostly a preferred res-
idue in all the different reported studies, even in those from
databases enriched in dsRNA complexes. This could be
explained by the polarity of its aromatic side chain, which
allows Tyr to contact RNA bases not only through stacking
interactions but also through both direct and water-mediated
H-bonds (28).

Role of charged, polar, non-polar and aromatic
residues

From the reported statistical propensities of protein residues
in RNA-binding sites, one important conclusion emerges:
positively charged and polar residues have a strong tendency
to interact with RNA, whereas negatively charged and ali-
phatic residues are less likely to be involved in protein-RNA
interfaces. In addition, aromatic residues are especially
favored to contact ssSRNA regions. Regarding the structural
and physicochemical role of all the above described types of
residues, positively charged residues Arg and Lys are the
ones that most frequently make H-bonds to the O-1P/O-2P
atoms in RNA molecules (34). Furthermore, the side chains
of these two residues, together with all residue main chain
NH groups, form half of the H-bonds contacts in protein-
RNA interfaces (24). Arg and Lys also significantly partic-
ipate in the recognition of the 2'-OH, although the group
most commonly involved in this recognition is the carbonyl
oxygen atom (C=0) of the polypeptide backbone. This wide
range of participation of Arg and Lys in the formation of H-
bonds is consistent with the fact that their H-bond forming
atoms (N in Arg and Lys) are often highly solvent-exposed,
and consequently they are more accessible to form hydrogen
bonds (35). Arg can also form stacking interactions through
its ionized guanidinium group over the physiological pH
range (34). By contrast, in non-cognate interfaces (e.g., gen-
erated by crystal packing), these residues also have high
interface propensities and preferentially form H-bonds with
RNA phosphate groups (36). All these results highlight the
importance of electrostatics and H-bonding, facilitated by
positively charged residues, in mediating both specific and
nonspecific protein-RNA interactions. Another residue com-
monly found at interfaces, His, can be positively charged
depending on the environment. In this context, it was
observed that most of His residues contact the RNA back-
bone, with more than half of them in contact with the phos-
phate (23). By contrast, the binding of His to U nucleotide
is favored through water-mediated bonding with RNA (28).

Aromatic residues have been found in a wide variety of
RBPs contacting the RNA bases through their side chains
(8). Among them, Phe is the aromatic residue that is most
frequently found forming stacking interactions (24). In fact,
in around half of the cases in which a Phe is found at a
RNA-binding site, it is involved in stacking interactions (37).
These types of interactions are supposed to contribute to
specificity, as was seen for Tyr and Phe, especially in ribo-
nucleic recognition motifs (38). This is in agreement with
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the finding that these two residues have a smaller propensity
in nonspecific interfaces (e.g., generated by crystal packing)
(36).

Regarding the least favored residues, Ile and the negative-
ly charged residues Asp and Glu are sometimes found to be
forming aliphatic and positive-negative pairs in RNA-bind-
ing sites. Finally, it is also possible to find these and other
disfavored residues in RNA-binding sites, contacting the
RNA molecules through their main chain (26).

The specificity determinants of protein-RNA
interaction

Thermodynamic studies have shown that binding specificity
is generally a function of several factors, including base-
specific hydrogen bonds, non-polar contacts and mutual
accommodation of the protein and RNA-binding surfaces
(8). In general, specificity is directly related to RNA base
recognition (27, 34), although this recognition not only
depends on the chemical affinities but also on the three-
dimensional (3D) structural arrangement of RNA bases and
interaction residues (33, 34, 39). Regarding the chemical
affinities, from the interface composition point of view, spec-
ificity in recognition is mostly lying on the protein side.
Although protein residues show different tendencies to bind
RNA, none of the four ribonucleotides show a significant
global preference for binding proteins (23, 24, 26). In fact,
RNA recognition can be largely mediated by the interactions
of the amide and carbonyl groups of the protein backbone
with the edge of the RNA base (34), where the specificity is
achieved because of the strong geometric constraints
required for the H-bond interactions (39). This shows the
importance of the RNA structural diversity for specificity
(33). By contrast, RNA bases have to be accessible to protein
residues to be recognized. For that reason, specific RNA rec-
ognition is largely found through ssRNA structures or ss-
RNA regions such as stem loops, bulges or kinks (34).
Interestingly, these are the least conserved regions along evo-
lution. Similarly, residues forming H-bonds with the RNA
bases are less conserved than those involved in H-bonds with
the RNA backbone (40).

Preferences in residue-RNA base interactions

As discussed above, there is no preference for protein bind-
ing among the four types of ribonucleotides (23, 24, 26).
However, the characteristic shape and H-bonding pattern of
RNA bases make some proteins residues to favor contacts
with certain specific bases (37). Different statistical studies
have reported pairwise protein-RNA propensities using avail-
able X-ray structures of protein-RNA complexes (Table 1).
Regarding the most favored residue-nucleotide pairs, it
seems difficult to extract general conclusions, as a variety of
values are reported by the different studies. The Asn/U pair
shows the most consistent preference values. By contrast,
although some specific preferences were also reported for
Arg/U (in three studies) and Lys/A pairs (in two studies),
most of the studies found Arg and Lys residues not to prefer

any specific nucleotide, basically because they mostly inter-
act with the phosphate group (26, 27, 31).

Structural complementarity in protein-RNA
complexes

Structural complementarity is one of the most important
specificity determinants in protein-RNA recognition, indeed
much more important than in protein-protein or protein-DNA
interactions. For comparison, in protein-protein recognition
there is variety of residue-residue interactions that can be
used to achieve specificity, and protein-DNA interactions are
basically dominated by solvent accessibility of nucleotides
and amino acid side chain interactions (8). By contrast, RNA
recognition frequently occurs in non-canonical and single-
strand-like structures that use a much wider range of inter-
action geometries (37), with stronger orientational con-
straints on the relative placement of H-bond atom pairs (39).
Furthermore, base-specificity can be achieved using only the
polypeptide backbone, i.e., carbonyl and amide groups, pro-
vided they are found in a suitable 3D context (34). This
corroborates the important contribution of shape comple-
mentarity to specificity (24). Interestingly, it has been recent-
ly shown that it is possible to recognize near-native
protein-RNA docking poses based only on structural com-
plementarity (33). By contrast, the possibility of protein and
RNA interacting molecules to adapt to each other by struc-
tural rearrangements makes possible a large variety of inter-
actions with high specificity. In this way, structural changes
induced by protein-RNA interaction allow protein domains
with common structural frameworks to recognize different
RNA molecules with similar specificities, as in the coat pro-
teins of different ssSRNA phages (41-47) or in the RNA-
binding domain of the Jembrane disease virus Tat protein

).

Identification of RNA-binding proteins

In recent years, a high diversity of protein-RNA interactions
has been described. However, a significant number of RBPs
are estimated to still remain unknown. An important question
emerges: is it possible to distinguish RNA-binding areas on
the protein surface from areas that bind other proteins or
DNA? With this purpose, different computational methods
have been developed to try to identify RBPs from protein
sequences or structures.

Protein-RNA interactions are dominated by electrostatics,
which underlines a major difference with regard to protein-
protein association, where desolvation and hydrophobic
effect seem much more important (23). In this regard, residue
composition at RNA-binding sites in proteins seems to be
distinguishable from protein-binding sites as the former are
composed of mostly polar and positively charged residues
(Table 1). By contrast, RNA-binding sites appear to be small-
er and less polar than DNA-binding sites (9, 24), but both
share some common structural frameworks that make them
more difficult to be distinguished based only on statistical
parameters (8, 48).
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Table 2 Comparison of reported methods to identify RNA-binding proteins.

Sensitivity® Availability

PPV?

Test set

Prediction input

Description

Method

http://jing.cz3.nus.edu.sg/cgi-bin/svmprot.cgi

98%

447 RBPs 69%

Protein sequence

Support vector machine
(SVM) considering

SVMProt (48)

4881 non-RBPs

physicochemical residue

properties

http://pfp.technion.ac.il/

80%

71%

76 RBPs

Protein structure

Prediction of electrostatic

PFplus (49, 50)

246 non-RBPs
134 RBPs

patches on protein surfaces

http://www.bioinformatics.sussex.ac.uk/PIRANHA/

80%

74%

Protein sequence

SVM with PSSM, interface
propensities, predicted
accessibility and
hydrophobicity

PIRaNhA (51)

134 non-RBPs

juanf@bsc.es

80%

T7%

30 RBPs

Protein structure

Prediction of protein-RNA

OPRA (23)

30 non-RBPs

propensity-based patches on

protein surfaces

“Positive predictive value: percentage of correctly classified RBPs among total number of proteins predicted as RBPs.

“Percentage of correctly classified RBPs among the total number of RBPs within the test set.

Sequence-based versus structure-based
computational methods

Different methods for identifying RBPs from a pull of RNA-
binding and non-RBPs are summarized in Table 2 (23, 48,
49, 51). The predictive success of the methods is usually
reported by means of negative specificity (i.e., the capability
of identifying proteins that do not bind RNA) and sensitivity
values. However, using the negative specificity as an eval-
uation parameter is not sufficiently informative owing to the
fact that some of the reported test sets contain many more
non-RNA binding proteins than RBPs. In these conditions,
it is expectedly easier to predict non-binding proteins, and
thus high negative specificity might be achieved just by
chance. For that reason, we have recalculated here the pos-
itive predictive value for each method, based on the corre-
sponding published data (Table 3). We believe that this
statistical parameter better reflects the reliability of the
predictions.

As mentioned above, RNA-binding interfaces show some
general common characteristics, such as amino acid com-
position, charge, polarity and hydrophobicity (48). This wide
range of properties could explain the success on the identi-
fication of RBPs that can be achieved by different methods
(Figure 1). Similar results can be obtained by both sequence-
based and structure-based methods (Table 2), with a very
good average positive predictive value of 73% and a remark-
able average sensitivity of 84.5%. Most of non-RNA binding
proteins found in the test sets used by the different studies
correspond to non-nucleic acid binding proteins or proteins
that bind other proteins. This explains the efficiency of all
these reported methods in distinguishing RBPs from protein-
binding proteins. By contrast, it seems to be more difficult
to distinguish RBPs from DNA-binding proteins. In one
study, it was observed that many incorrectly predicted pro-
teins were actually DNA-binding proteins (48), whereas a
different study reported the incapability of its method to dis-
tinguish RBPs from DNA-binding proteins (49).

The methods entirely based on the protein sequence have
the advantage of the applicability, because there are many
more annotated sequences than structures, and show reason-
able results when using multiple sequence alignments by the
position specific scoring matrix (PSSM) (51). By contrast,
the structure-based methods are not based on conservation
or evolutionary linked proteins, which make them potentially
more useful for the identification of RBPs with novel binding
motifs.

Prediction of RNA-binding sites on proteins

The prediction of potential RNA-binding residues on pro-
teins can contribute to characterize the structure and mech-
anism of protein-RNA interactions (52) and has practical
applications for wet-lab experiments, which are currently
performed by costly mutagenesis approaches. With this pur-
pose, a variety of computational methods have been recently
developed to identify RNA-binding sites from protein
sequences or unbound structures.
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Table 3 Performance evaluation parameters of methods for identification of RNA-binding proteins.

TP+FN TN+FP TP TN FP FN PPV Sn Sp-
SVMProt 447 4881 437 4685 196 10 69¢ 98 96
Pfplus 76 246 60 222 24 16 1% 79 90
PirAnHA 134 134 107¢ 97* 37¢ 27% 74° 80 72

We have used the published data according to: TP, number of correct RNA-binding protein predictions; TN, number of correct non-RNA-
binding protein predictions; FP, number of incorrect RNA-binding protein predictions; FN, number of incorrect non-RNA-binding protein
predictions; TP+FN, total number of RNA-binding proteins; TN+FP, total number of non-RNA-binding proteins; Sp=(TN/TN+FP)Xx100;
Sn=(TP/TP+FN)Xx100; PPV=(TP/TP+FP)Xx100.

*Values were not provided by their authors and were calculated by us.

Sequence-based versus structure-based
computational methods

The predictive success rates of different methods for iden-
tifying RNA-binding residues are summarized in Table 4 (23,
25, 30, 32, 51, 53-62). The efficiency of the methods is
usually reported as negative specificity and sensitivity val-
ues. The test sets used to derive the parameters in these meth-
ods contained many more negative residues (i.e., non-RNA
binding) than positive residues (i.e., RNA-binding), thus neg-
ative specificities are not very meaningful (it is relatively
easy to predict non-RNA binding residues in a test set
enriched in this type of residues). Furthermore, for experi-
mental purposes, it is usually more important to know the
reliability of the predicted residues as accurately as possible.
For that reason, we have recalculated here the positive pre-
dictive value for each method, based on the corresponding
published data (Table 5). The methods compiled here have
been reported to predict RNA-binding residues based on sta-
tistical properties from protein sequences or structures (Table
4). Most of these methods rely on the fact that RNA-binding
is a cooperative phenomenon (25) and interactions need to
be considered in a patch (23, 27, 34) where the residue com-
position (Table 1) as well as the type of environment is
essential (30). Therefore, sequence-based methods usually
explore groups or windows of sequence neighbor residues
and, similarly, structure-based methods analyze groups or
patches of geometrically neighboring residues. The methods
based entirely on protein sequences have poorer results in

the prediction of RNA-binding sites when they do not use
PSSM-related or sequence conservation. Only one of them,
BindN (53), is able to achieve a sensitivity value above 50%,
but with rather poor positive predictive value (PPV). How-
ever, most of the sequence-based methods that also include
PSSMs or sequence conservation as input parameter, such as
RNAProB (32) and Pprint (55), achieve much better results.
Interestingly, there is only one method based only on protein
structure, OPRA (23), which is able to identify RNA-binding
residues with very good PPV (see some examples in Figure
2).

In summary, sequence-based methods have the theoretical
advantage of wider applicability, but in practice only those
methods that use multiple sequence alignments by PSSMs
are actually reporting good results. By contrast, the structure-
based methods, although needing the availability of high res-
olution protein structures, they do not need to use sequence
conservation or evolutionary linked proteins and, thereby,
they can be potentially more useful in identifying RNA-bind-
ing sites in novel RBPs.

Expert opinion

The phenomenon of protein-RNA association is receiving
increasing attention in structural biology. In spite of the high
variability of RBP types, RNA-binding interfaces show gen-
eral properties different from those of protein-protein inter-
faces. RNA-binding sites are preferentially composed of

Figure 1 Identification of RNA-binding proteins by computer predictions.

Protein residues predicted by the OPRA predictor on the unbound protein are colored in red, indicating an RNA-binding signal. For
comparison purposes, the position of the interacting molecule in the reference complex structure is also shown. (A) The RNA-binding
residues predicted in the unbound archaeosine tRNA-guanine transglycolase (PDB 11Q8) are correctly located in the RNA-binding interface
(PDB 1J2B). (B) A small RNA-binding signal identified in the unbound catabolite gene activator protein (PDB 115Z) is found in the DNA-
binding interface (PDB 1BER), which shows the difficulty to discriminate DNA-binding proteins from RBPs. (C) There is no RNA-binding
signal in the unbound acetylcholinesterase (PDB 1J06), which can bind other proteins (PDB 1MAH) but it is not known to bind nucleic
acids. This exemplifies the possibility of using the OPRA predictor to distinguish between RBPs and protein-binding proteins.
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B o0
& e zscgoggsa é £ positively charged and polar residues such as Arg, Lys, Ser
” § £ and His. Thus, electrostatics and H-bonding mediated by
;g <Zt positively charged residues are important in both specific and
5 K nonspecific protein-RNA interactions. However, there is no
E § clear consensus about the preferences of aromatic residues
g 5 for protein-RNA interfaces. Contradictory statistical conclu-
S lgguecogsrmengaall B sions can be extracted from data sets containing different
£E proportions of single-stranded RNA structures. This empha-
% = sizes the importance of choosing a suitable data set to derive
= g statistical propensities and warns about the interpretation of
E £ reported propensity values. Of course, it would be desirable
B 2+ to establish common standards for statistical studies, but in
E XTI EFTRERRG g E practical terms the conclusion from the currently available
o & data is that the structural, functional and mechanistic char-
£ 3
== acteristics of RBPs are going to strongly depend on the type
'—2 e of RNA they bind.
z & All these studies give insights about specificity of protein-
. N O <Al et e o Qg % RNA binding. It has been found that aromatic residues play
& % > § b E 2 % e § RN E S| 2 < an important role in specificity by making stacking interac-
g é tions with unpaired bases. Indeed, specific recognition of
S s RNA bases commonly occurs in single-stranded RNA
bS] _q.‘; regions, which interestingly are the least conserved regions
2 E along evolution. By contrast, specificity can also be achieved
p Nt ~oootTammomawn| £ 5 by protein-RNA structural complementarity, which frequentl
A A~ AN AO AN S| 23 yp p Y q y
R VAR R N B 2 ST N\ N ; 8 involves structural changes upon binding. Structural comple-
&7 mentarity in protein-RNA binding is much more important
) n than in protein-protein recognition, somehow expected from
‘% = the large conformational flexibility of RNA molecules.
% =l Based on the reported structural and physicochemical
s |y |232¢832TasxRAsI| a2 di 1 ional methods have been developed
3 E | REEREC RS8R o E studies, several computational methods have been develope
3 F latounomonmnon e~ x| 238 to identify RBPs and to predict RNA-binding sites on pro-
e =IsfzZg=f =23 y p g p
0 g = teins. Some prediction methods are entirely based on
g 0 p y
2 235 sequence information, whereas others need some type of
jt': fg = structural information for their predictions. Sequence-based
E 2 g"é methods are of more general applicability, although they
- A [S2=E S38%3 22352 Z 2 = need the inclusion of evolutionary information through
g T lasd=d=d==TE=d = j é “ PSSMs, whereas structure-based methods could be more
s % 5 = i suitable to identify novel RBPs and RNA-binding sites that
2 > g g = are not yet annotated in functional databases. However, the
& . . . .
5 o = & 2 comparison between predictive methods is currently difficult,
(5} - —_— . . .
= <3 s 3 because the reported results are based on different statistical
34 & O\ h OO N \O W g O OO Euo‘g - P ) )
e PR RIREERFR| 28 S evaluation measures. It would be important to achieve a con-
= + Q % p
k51 Z R R e R N R R N Rl IPO= I . .
= E|m—am—ma-= a= = E g sensus for the evaluation of predictive success rates and to
b 5 5 z . establish common assessment experiments in the spirit of
= g o . -
4 ) EE s critical assessment of protein structure prediction (CASP) for
b S 5a& 2 . . .
g S EE E structural prediction or critical assessment of prediction of
g > § E L= interactions (CAPRI) for protein-protein prediction methods.
= = 28228 ne=SRRITIRR| 5 7k New advances in RNA-binding prediction, in combination
2 g [MYSAYATRACTESA 58 g = with structural data, are expected to boost the field of pro
s = 3T o > a
2 E S é 2 tein-RNA recognition.
c £E7 3
3] 5 0Z 3
5 225 & Outlook
5 NS S 38 8
o — > =
B g2 = 2ol o . .
A~ ; ; ; 5= L 2S5 § In recent years, the growing awareness for the importance of
" EEE =3 E% % z B £y 2 RNA and the publication of the 50S and 30S ribosome sub-
§ % <Za: <Zc <Zt EE8E S = & % = ﬁ § :a = units (11, 12) have increased the amount of available data
o— — = 0= B @ .
& R ol S S| B e and, consequently, the knowledge about protein-RNA asso-
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Figure 2 Examples of RNA-binding site predictions on protein surfaces.

Unbound protein residues predicted to be involved in RNA-binding according to the OPRA method are colored in red. For comparison
purposes, the position of the RNA in the reference complex structure is shown in yellow ribbon. (A) Hfq pleiotropic translational regulator
(unbound PDB 1KQI; complex PDB 1KQ2). (B) PP7 coat dimer protein (unbound PDB 2QUD; complex PDB 2QUX). (C) SmpB tmRNA-
binding protein from Aquifex aeolicus (unbound PDB 1K8H; complex PDB 1P6V). (D) Aspergillus ribotoxin (unbound PDB 1AQZ; complex
PDB 1JBS). (E) 23S rRNA (Uracil-5-)Methyltransterase RUMA (unbound PDB 1UWYV; complex PDB 2BH2). (F) SmpB tmRNA-binding
protein from Thermus thermophilus (unbound PDB 1J1H; complex PDB 2CZJ). (G) L11 ribosomal binding domain (unbound PDB 1ACI;
complex PDB 1HCS8). (H) PUF4 protein (unbound PDB 3BWT; complex PDB 3BX2).

ciation. This has also propelled the development of compu-
tational methods that are able to identify novel RBPs and
RNA-binding sites. Future methodological advances for
computer characterization of RBPs and the introduction of
molecular dynamics are expected to largely contribute to
understand the functionality and mechanism of protein-RNA
interactions and the important types of biomolecular pro-
cesses in which they are involved.

Highlights

e There is a high variability of RBPs from structural and
functional points of view, but their residue composition
shows some common properties.

* RNA-binding sites are preferentially composed of posi-
tively charged and polar residues such as Arg, Lys, Ser,
His and rarely composed of negatively charged and polar
residues such as Glu, Asp, Ala, Val, Leu, Cys and Ile.

e Specificity is given by both base specific recognition and
protein-RNA structural complementarity.

* Specific recognition of RNA bases usually occurs by
interaction of aromatic residues to single-stranded RNA
regions, which interestingly are the least conserved
regions along evolution.

The lack of clear consensus about the preference of some
aromatic residues for protein-RNA interfaces is due to the
different composition in sSRNA of the data sets used to
derive the statistical analysis.

Sequence-based and structure-based computational meth-
ods can significantly contribute to identifying RBPs as
well as RNA-binding sites.

Sequence-based methods need the use of evolutionary
information to show successful predictions.
Structure-based methods are suitable to identify novel
RBPs and RNA-binding sites, although they need a high
resolution protein structure.

Identifying novel RBPs and RNA-binding sites will con-
tribute to a better understanding of protein-RNA associ-
ation, which in turn will improve current computational
methods for better predictions.
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